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In this dissertation, we formulate and implement \textit{p}-adaptive and \textit{hp}-adaptive finite element methods to solve elliptic partial differential equations. The main idea of the work is to use elements of high degrees solely (\textit{p}-adaptive) or in combination with elements of small size (\textit{hp}-adaptive) to better capture the behavior of the solution. In implementing the idea, we deal with different aspects of building an adaptive finite element method, such as defining basis functions, developing algorithms for adaptive meshing procedure and formulating a posteriori error estimates and error indicators.

The basis functions used in this work are regular nodal basis functions and special basis functions defined for elements with one or more edges of higher degree (transition elements). It is proved that with our construction of these basis functions, the finite element space is well-defined and $C^0$.

Several algorithms are developed for different scenarios of the adaptive meshing procedure, namely, \textit{p}-refinement, \textit{p}-unrefinement and \textit{hp}-refinement. They all follow the 1-irregular rule and 2-neighbor rule motivated by [24]. These rules
help to limit the number of special cases and maintain the sparsity of the stiffness matrix, and thus to simplify the implementation and reduce the cost of calculation.

The work of formulating a posteriori error estimates and error indicators is the core of this dissertation. Our error estimates and error indicators are based on the derivative recovery technique proposed by Bank and Xu [27, 28, 29]. Using the information in formulating the error indicators, we define a $hp$-refinement indicator which can be utilized to decide whether a given element should be refined in $h$ or in $p$. Numerical results show that the combination of the two indicators helps automatic $hp$-refinement to create optimal meshes that demonstrate exponential rate of convergence.

In this dissertation, we also consider $hp$-adaptive and domain decomposition when they are combined using the parallel adaptive meshing paradigm developed by Bank and Holst [18, 19]. Numerical experiments demonstrate that the paradigm scales up to at least 256 processors (maximum size of our experiments) and with nearly 200 millions degrees of freedom.
Chapter 1

Introduction

1.1 Model Problem

In this work, we consider the second order elliptic partial differential equation (PDE):

\[-\nabla \cdot \mathbf{a}(x, y, u, \nabla u) + f(x, y, u, \nabla u) = 0 \quad \text{in } \Omega \quad (1.1)\]

with boundary conditions

\[u = g_2(x, y) \quad \text{on } \partial \Omega_2 \quad (1.2a)\]
\[\mathbf{a}(x, y, u, \nabla u) \cdot \mathbf{n} = g_1(x, y, u) \quad \text{on } \partial \Omega_1 \quad (1.2b)\]
\[u, \mathbf{a}(x, y, u, \nabla u) \cdot \mathbf{n} \text{ continuous} \quad \text{on } \partial \Omega_0 \quad (1.2c)\]

Here \( \Omega \in \mathbb{R}^2 \) is a bounded domain; \( \mathbf{n} \) is the unit normal vector; and \( \mathbf{a} = (a_1, a_2)^t \) and \( a_1, a_2, f, g_1, g_2 \) are scalar functions.

Even though (1.1)-(1.2) is the model actually implemented, in this dissertation we sometimes consider a simpler linear model as the work is either independent of the PDE or easy to generalize to nonlinear problems.

1.2 \( p \)- and \( hp \)-Adaptive Finite Element Methods

Finite Element Methods (FEMs) have been employed in virtually every area of science and engineering that can make use of models of nature characterized by
partial differential equations. In FEMs, the domain is partitioned into convex subdomains, such as triangles, and the solution is approximated by piecewise smooth polynomials defined on the partition. In practice, most of the FEM packages are available in adaptive version in which the mesh is gradually built to adapt to the projected behavior of the approximate solution. Depending on the mesh adaptivity technique being utilized, adaptive FEMs can be categorized into three versions: $h$-version, $p$-version and $hp$-version. The $h$-version is the standard version. In the $h$-version, degree of elements is fixed (usually one or two) and better accuracy is achieved by properly refining the mesh. The $p$-version, in contrast, fixes the geometry of the mesh and achieves better accuracy by increasing degree of elements uniformly or selectively. The $hp$-version is the combination of the two.

Babuška and his collaborators introduced the $p$-version in [11] and, later, the $hp$-version in [2]. Since then, the analysis of a priori error of these versions has been studied extensively in the literature [11, 2, 36, 39, 40, 9, 10, 5, 3, 37]. These studies show that $p$-version has comparable rate of convergence with the standard version

$$
\|e_p\|_{1,\Omega} \leq C(k, \epsilon)N^{-\frac{(k-1)}{2}+\epsilon}\|u\|_{k,\Omega},
$$

(1.3)

while $hp$-version can achieve exponential rate of convergence

$$
\|e_{hp}\|_{1,\Omega} \leq C \exp(-bN^{1/3}).
$$

(1.4)

Here $e_p$, $e_{hp}$ are finite element errors; $N$ is number of degree of freedom; and $C(k, \epsilon)$, $C$ are independent of $N$. These estimates present great potential of $p$-version and $hp$-version. However, numerical experiments show that they hold only when size and degree of the elements in the mesh are properly chosen. This makes the mechanism guiding the adaptive meshing procedure the most important part of $p$- and $hp$-adaptive FEMs.

In most cases, the adaptive meshing procedure in FEMs is controlled by a posteriori error estimates. These are estimates calculated using information from the approximate solution. They can provide very reliable information on the accuracy of the solution as well as the distribution of the error among elements. Currently, there are several techniques for computing a posteriori errors in FEMs,
such as element residual methods, duality methods, dual weighted residual methods (see [26, 47, 7, 49]). These techniques were first introduced for classical finite element methods (the $h$-version), and then extended for $hp$-version (see [46, 42]). Even though they all demonstrate certain successes in providing efficient a posteriori error estimators, they have their own limitations. For example, element residual methods and subdomain-residual methods require special implementation for each problem class; and duality methods and dual weighted residual methods require one to solve another differential equation.

There has been a great desire for a posteriori error estimates for the $p$- and $hp$-version of adaptive FEMs that is reliable, independent of the PDE and easy to compute. Especially, we would want that these estimates can be used to formulate a fully automatic $hp$-version in which the decision whether to refine a given element in $h$ or in $p$ is made efficiently. This dissertation addresses the demand by formulating a posteriori error estimates using the derivative recovery technique proposed by Bank and Xu [27, 28].

To have complete $p$- and $hp$-adaptive methods, we also formulate finite element basis functions, develop different adaptive meshing algorithms, then implement them in PLTMG\textsuperscript{1} and compare the performance with the standard $h$-adaptive methods using numerical experiments. In order to solve problems of large scale on parallel machine, the combination of $hp$-adaptive and domain decomposition methods is studied.

\section*{1.3 Contributions of this Dissertation}

In chapter 2, we formulate the basis functions for our FEMs. Our work is a bit unconventional with the use of nodal basis functions, rather than a hierarchical family of functions. Here the nodal basis functions are defined using the concept of nodal points which are local degrees of freedom in each element. In order to allow elements of different degrees caused by $p$-adaptive meshing to exist in the same mesh, we introduce the special sets of basis functions for transition elements.

\textsuperscript{1}PLTMG is a FEM package developed by Bank since 1976 [17].
It is shown that with our construction, the finite element space is well-defined and continuous. Moreover, we prove that for each element, its regular finite element space is contained in the transition finite element space. This is important to guarantee that when an element $\tau$ is converted to a transition state to adapt with the change in degree of its neighbor(s), the order of accuracy of the approximate solution on $\tau$ will not decrease.

In chapter 3, different algorithms for $p$- and $hp$-adaptive meshing, namely, $p$-refinement, $p$-unrefinement and $hp$-refinement, are developed. These algorithms are all designed with emphasis on increasing reliability, reducing computational cost and simplifying implementation. One of the highlights of the chapter is the generalization of 1-irregular rule and 2-neighbor rule for $p$- and $hp$-versions. These rules ensure that each element is in the support of a bounded number of basis functions. This helps to preserve the sparsity of the resulting system of linear equations as the mesh is refined. Furthermore, applying these rules also helps to limit the number of special cases and thus to simplify the implementation. In addition, we prove that when these rules are applied strictly, an element can be $p$-refined at most once before the whole problem is resolved. This increases the reliability of the adaptive meshing procedure as a way to approximate error of an element after a $p$-refinement is currently unavailable.

Chapter 4 is the most important one in which we study the derivative recovery technique and apply it to formulating a posteriori error estimates for the $p$- and $hp$-versions of FEMs. The results are extensions of the works of Bank, Xu and Zheng [27, 28, 29]. In Lemma 4.18, the basis functions for the local error space of an element of arbitrary degree $p$ are defined and their coefficients in the error indicator are explicitly computed in Lemma 4.19. In addition, our empirical study shows that using the normalization constant appearing in defining our error indicator provides a simple and effective solution for an important practical problem for automatic $hp$-meshing. That is, how to decide whether it is better to refine a given element into several child elements ($h$-refinement), or to increase its degree ($p$-refinement). As a point of practical interest, we note that our error indicator and $hp$-refinement indicator are independent of the PDE and thus single implementation can be used
across a broad spectrum of problems.

In chapter 5, we briefly discuss the combination of $hp$-adaptive meshing and domain decomposition using the parallel adaptive meshing paradigm developed by Bank and Holst [18, 19]. Most of our work in this chapter is spent on regularization phase in which meshes from different processors are made conforming in both geometry (in $h$) and degree (in $p$). The work was complicated at first but is then simplified with the introduction of a special set of basis functions that allows transition elements to have an arbitrary number of transition edges of arbitrary degree.

In chapter 6 we solve various problems using different versions of adaptive FEMs. The numerical experiments in this chapter show that the $p$-version and the $hp$-version of FEMs are generally more effective than the standard version. One of the highlights of this chapter is the experiment of a model problem with singularities in the solution. In the experiment, not only is automatic $hp$-version able to recognize the regions of singularities automatically and dominate $h$-version/$p$-version in performance, but it also demonstrates exponential rate of convergence as predicted by theory. Another important result of this chapter is the experiment with the lake superior problem in which $hp$-adaptive meshing is used in conjunction with domain decomposition. The experiment shows that the convergence is stable and largely independent of the number of processors and number of degrees of freedom (the biggest run is with 256 processors and has nearly 200 millions degrees of freedom).
Chapter 2

Basis Functions

2.1 Nodal Points

Let \( \Omega \) in \( \mathbb{R}^2 \) be the bounded domain of the partial differential equation we are working with. For simplicity of exposition, we assume that \( \Omega \) is a polygon. Let \( T \) be a triangulation of \( \Omega \) satisfying the conditions in Definition 3.1 and \( t \) be an element (triangle) in \( T \). To define the nodal basis functions associated with \( t \), we begin with the definition of nodal points.

**Definition 2.1.** Nodal points of an element (triangle) \( t \) of degree \( p \) are:

(i) three vertex nodal points at the vertices

(ii) \( p - 1 \) edge nodal points equally spaced in the interior of each edge

(iii) interior nodal points placed at the intersections of lines that are parallel to edges and connecting edge nodal points.

Nodal points of an element of degree \( p \) are sometimes referred to as nodal points of degree \( p \). Note that linear elements (\( p = 1 \)) have only vertex nodal points and quadratic elements (\( p = 2 \)) have only vertex and edge nodal points. Figure 2.1 shows examples of nodal points for element of degree for \( p = 1, \ldots, 9 \).

Definition 2.1 above is a descriptive one. In PLTMG (see [17]), we adopt, for practical purposes, the following result using barycentric coordinates.
Proposition 2.2. Nodal points of degree $p$ are the points with barycentric coordinates $(i/p, j/p, k/p)$, where $i, j, k$ are nonnegative integers satisfying $i + j + k = p$.

Proof. First, the three vertex nodal points are the points with one 1 coordinate and two zero coordinates ($(1, 0, 0), (0, 1, 0)$ and $(0, 0, 1)$).

Second, the nodal points in the interior of edges are the ones with one and only one zero coordinate. It is straightforward to see that these points are equally spaced.

Finally, interior nodal points are the points with all three nonzero coordinates. The point with coordinates $(i/p, j/p, k/p)$, where $i, j, k$ are all nonzero, is the intersection of the three lines $c_1 = i/p$, $c_2 = j/p$ and $c_3 = k/p$. Here $c_i$ is the

Figure 2.1: Nodal points of elements of degree $p$. 
ith barycentric coordinate and \( c_i = c \) is the line consisting of all points that have ith barycentric coordinate equal \( c \). Obviously, the line \( c_1 = i/p \) is connecting two edge nodal point \((i/p, 0, (p - i)/p)\) and \((i/p, (p - i)/p, 0)\). Similar statements hold for \( c_2 = j/p \) and \( c_3 = k/p \).

**Proposition 2.3.** An element of degree \( p \) has exactly \( N_p = \frac{(p + 1)(p + 2)}{2} \) nodal points.

![Figure 2.2: Nodal points of \( t \) and its reflection \( t' \).](image)

**Proof.** Let \( t' \) be the reflection image of \( t \) about one of its edges. Without loss of generality, take it to be edge two. The nodal points of \( t \) and \( t' \) together create a slanted grid with \( p + 1 \) points on each edge as shown in Figure 2.2. The total number of points in the grid is \((p + 1)^2\). Since \( t \) and \( t' \) have the same number of nodal points and \( p + 1 \) points on their shared edge are counted only once, the number of nodal points of \( t \) is

\[
\frac{(p + 1)^2 + (p + 1)}{2} = \frac{(p + 1)(p + 2)}{2}.
\]

**Corollary 2.4.** \( \frac{(p - 1)(p - 2)}{2} \) is the number of interior nodal points of an element of degree \( p \).

**Proof.** Since there are three vertex nodal points and each edge has \( p - 1 \) edge nodal points, the number of interior nodal point is

\[
\frac{(p + 1)(p + 2)}{2} - 3 - 3(p - 1) = \frac{(p - 1)(p - 2)}{2}.
\]
2.2 Nodal Basis Functions

Let \( \mathcal{P}_p(t) \) be the space of polynomials of degree equal or less than \( p \), restricted on element \( t \). The canonical basis of \( \mathcal{P}_p(t) \) is

\[
\{1, x, y, xy, \ldots, x^{p-1}y, xy^{p-1}, x^p, y^p\}.
\]

**Remark 2.5.** The canonical basis of \( \mathcal{P}_p(t) \) can be represented as \( \{x^iy^j\}_{i,j \geq 0}^{i+j \leq p} \).

Therefore the dimension of \( \mathcal{P}_p(t) \) is

\[
\sum_{i,j \geq 0} 1 = \sum_{i=0}^{p} \sum_{j=0}^{i} 1 = \sum_{i=0}^{p} (i + 1) = \frac{(p + 1)(p + 2)}{2} = N_p.
\]

This basis is simple but is not convenient to incorporate in finite element methods. In the next few steps, we will prepare for the definition of another basis of \( \mathcal{P}_p(t) \) which is usually used in practice.

**Lemma 2.6.** Let \( P \) be a polynomial of degree \( p \geq 1 \) that vanishes on the straight line \( L \) defined by equation \( L(x, y) = 0 \). Then we can write \( P = LQ \), where \( Q \) is a polynomial of degree \( p - 1 \).

*Proof.* Make an affine change of coordinates to \((\hat{x}, y)\) such that \( L(x, y) = \hat{x} \) (if \( L(x, y) = y \) then no change of coordinates is necessary). Let

\[
P(\hat{x}, y) = \sum_{i=0}^{p} \sum_{j=0}^{i} c_{ij} \hat{x}^j y^{i-j}.
\]

In the new coordinate system, the equation of \( L \) is \( \hat{x} = 0 \). Since \( P|_L \equiv 0 \), plugging \( \hat{x} = 0 \) into equation (2.1) we have \( \sum_{i=0}^{p} c_{i0} y^i \equiv 0 \). This implies that \( c_{i0} = 0 \) for all \( i = 0, \ldots, p \). Therefore,

\[
P(\hat{x}, y) = \sum_{i=1}^{p} \sum_{j=1}^{i} c_{ij} \hat{x}^j y^{i-j}
\]

\[
= \hat{x} \sum_{i=0}^{p-1} \sum_{j=0}^{i} \hat{x}^j y^{i-j}
\]

\[
= LQ.
\]

Clearly, \( Q \) is a polynomial of degree \( p - 1 \). \( \square \)
Lemma 2.7. If $P \in \mathcal{P}_p(t)$ vanishes at all of the nodal points of degree $p$ of $t$, then $P$ is the zero polynomial.

Proof. The proof is by induction on $p$. Denote $v_1$, $v_2$, $v_3$ and $\ell_1$, $\ell_2$, $\ell_3$ respectively be the vertices and edges of $t$ as shown in Figure 2.3. In addition, let $L_1$, $L_2$, $L_3$ be the linear functions that define the lines, on which lie the edges $\ell_1$, $\ell_2$, $\ell_3$.

For $p = 1$, $P$ is a linear polynomial that vanishes at two different points $v_2$ and $v_3$ of $\ell_1$. Therefore $P|_{\ell_1} \equiv 0$. By Lemma 2.6, $P = cL_1$, where $c$ is a constant (polynomial of degree 0). On the other hand, $P$ equals zero at $v_1$ and $L_1$ is nonzero at $v_1$. This implies that $c = 0$. Hence $P \equiv 0$.

For $p = 2$, $P$ is a quadratic polynomial that vanishes at three different nodal points on $\ell_1$. Therefore $P|_{\ell_1} \equiv 0$. Again by Lemma 2.6, $P = L_1Q$, where $Q$ is a linear function (polynomial of degree 1). Since $L_1$ is nonzero along $\ell_2$ except at $v_3$, $Q$ needs to be zero at least at two points on $\ell_2$: $v_1$ and midpoint of $\ell_2$. Hence $Q = cL_2$, where $c$ is a constant. Consequently $P = cL_1L_2$. On the other hand, $P$ needs to be zero at the midpoint of $\ell_3$ also. This implies that $c = 0$. Therefore $P \equiv 0$.

For $p = 3$, using a similar argument, we have $P = cL_1L_2L_3$, where $c$ is a constant. In order for $P$ to be zero at the interior nodal point of degree 3, $c$ needs to be 0. Hence $P \equiv 0$.

Assume that the lemma holds for polynomials of degree up to $p$. For $P \in \mathcal{P}_{p+1}(t)$, again by a similar argument for $p = 1, 2, 3$, we know that $P = L_1L_2L_3Q$, where $Q$ is a polynomial of degree $p - 3$ or less. Furthermore, $Q$ vanishes at all of
the interior nodal points of $t$. These points can be seen as nodal points of degree $p - 3$ of triangle $t'$ laid inside $t$. Examples for $p = 4, 5, 6$ are illustrated in Figure 2.4. By induction hypothesis, $Q$ is the zero polynomial. Consequently, $P$ is the zero polynomial. \hfill $\square$

**Remark 2.8.** Even though Lemma 2.7 is stated for $P \in \mathcal{P}_p(t)$, the result still holds for $P$ defined on the whole $\mathbb{R}^2$.

Now we define nodal basis functions for element $t$.

**Theorem 2.9.** Consider a way of labeling the nodal points of $t$, an element of degree $p$, from $n_1$ to $n_{N_p}$. Let $\phi_l$ be the polynomial of degree $p$ that equals 1 at the nodal point $n_l$ and equals 0 at all other nodal points of $t$. Then $\{\phi_l\}_{l=1}^{N_p}$ is a basis of $\mathcal{P}_p(t)$. This basis is called the nodal basis of $t$.

**Proof.** We first verify that $\phi_l$ are well defined by showing their existence and uniqueness. Assume $(\hat{i}/p, \hat{j}/p, \hat{k}/p)$ is the barycentric coordinates of $n_l$. Let $P$ be the polynomial of degree $p$ defined as follows

$$P = \prod_{i=0}^{i-1}(c_1 - \frac{i}{p}) \prod_{j=0}^{j-1}(c_2 - \frac{j}{p}) \prod_{k=0}^{k-1}(c_3 - \frac{k}{p}).$$

Clearly, $P$ is of degree $p$ and is nonzero at $n_l$. Now we consider a different nodal point $n_l$ which is also of degree $p$ and has barycentric coordinates $(i/p, j/p, k/p)$. Since $i + j + k = p = \hat{i} + \hat{j} + \hat{k}$, either $i < \hat{i}$ or $j < \hat{j}$ or $k < \hat{k}$. Without loss of generality, we can assume that $i < \hat{i}$. Then the formula of $P$ contains the factor
This implies that $P$ equals zero at $n_l$. Therefore $P$ is of degree $p$ and vanishes at all of the nodal points of degree $p$ except for $n_i$. Consequently, $\phi_i$ exists and can be written as $k_i P$, where $k_i$ is chosen so that $\phi_i$ equals 1 at $n_i$.

The uniqueness of $\phi_i$ comes from Lemma 2.7. Assume that $\phi'_i$ is another polynomial of degree $p$ that equals 1 at $n_l$ and zero at all other nodal points of degree $p$. Then $P = \phi_i - \phi'_i$ is a polynomial of degree $p$ (or less) and $P$ vanishes at all of the nodal points of degree $p$ of $t$. By Lemma 2.7, $P \equiv 0$. Hence $\phi_i \equiv \phi'_i$.

It remains to show that $\{\phi_i\}_{i=1}^{N_p}$ is actually a basis of $P_p(t)$. Assume that the zero polynomial can be written as a linear combination of $\phi_i$, i.e. $\sum_{i=1}^{N_p} \alpha_i \phi_i \equiv 0$. Evaluate both sides of this identity at nodal points of $t$, we have $\alpha_i = 0$ for all $l$. This implies that $\{\phi_i\}_{i=1}^{N_p}$ is a linearly independent set. On the other hand, the dimension of $P_p(t)$ is $N_p$. Therefore $\{\phi_i\}_{i=1}^{N_p}$ is a basis of $P_p(t)$.

**Remark 2.10.** Later on, we often refer to the nodal basis functions defined in Theorem 2.9 as standard basis functions of degree $p$ of $t$.

**Corollary 2.11.** The following statements hold

(i) A vertex basis function equals zero on the opposite edge.

(ii) An edge basis function equals zero on the other two edges.

(iii) An interior basis function equals zero on all edges.

**Proof.** The proof of this corollary follows from the fact (shown in the proof of Theorem 2.9) that the basis function associated with nodal points $(i/p, j/p, k/p)$ is uniquely determined by

$$\phi = k \prod_{i=0}^{i-1} \left(c_1 - \frac{i}{p}\right) \prod_{j=0}^{j-1} \left(c_2 - \frac{j}{p}\right) \prod_{k=0}^{k-1} \left(c_3 - \frac{k}{p}\right),$$

where $k$ is a constant.

**Proposition 2.12.** Let $e$ be the shared edge of two elements $t$ and $t'$ in the triangulation $T$. If $P \in P_p(t)$ and $Q \in P_p(t)$ agree at all of the nodal points on $e$ (including the two vertices), then $P$ and $Q$ agree along the whole $e$. 

Proof. The edge $e$ can be parametrized using one parameter $\theta$. Let $R = P - Q$. Then $R|_e$ is a polynomial of degree $p$, in variable $\theta$. In addition, $R|_e$ vanishes at $p + 1$ different values of $\theta$ associated with $p + 1$ nodal points on $e$. Hence $R|_e \equiv 0$. In other words, $P$ and $Q$ agree along the whole edge $e$.  

So far we have been focusing on basis functions defined on each element. Now we extend the definition to the whole triangulation.

Let $P_p(T)$ be the space of $C^0$ (continuous) piecewise polynomials of degree $p$, namely, the space of continuous functions that are polynomials of degree $p$ on each element of triangulation $T$. Each element of $T$ is equipped with a set of nodal points of degree $p$. Note that some of the vertex and edge nodal points are shared by more than one element. Similar to Theorem 2.9, we will define basis functions associated with these nodal points.

**Theorem 2.13.** Consider a way of labeling the nodal points of the triangulation $T$ from $n_1$ to $n_N$. Let $\phi_i$ be the $C^0$ piecewise polynomial of degree $p$ defined on $T$ that equals 1 at the nodal point $n_i$ and equal 0 at all other nodal points of $T$. Then $\{\phi_i\}_{i=1}^N$ is a basis of $P_p(T)$. This basis is called the nodal basis of $T$.

**Proof.** We first verify that $\phi_i$ are well defined by showing their existence and uniqueness. It is sufficient to show that such $\phi_i$ are uniquely defined on each element and smooth along shared edges of elements since they are $C^0$ piecewise polynomials.

Let $t$ be an element in $T$. If $n_i$ does not belong to $t$, then by definition $\phi_i$ should be zero at all of the nodal point of degree $p$ of $t$. By Lemma 2.7, $\phi_i|_t \equiv 0$. If $n_i$ does belong to $t$, then $\phi_i$ equals 1 at $n_i$ and equals zero at all other nodal points of degree $p$ of $t$. By Theorem 2.9, $\phi_i$ is the basis function of $P_p(t)$ associated with the nodal point $n_i$.

The smoothness (continuity) of $\phi_i$ along the shared edges of elements is obtained by using Proposition 2.12 and noting that two neighboring elements of the same degree share the same set of nodal points along the common edge.

It remains to show that $\{\phi_i\}_{i=1}^N$ is actually a basis of $P_p(T)$. First, an argument similar to the one used in the proof of Theorem 2.9 shows that $\{\phi_i\}_{i=1}^N$ are
linearly independent. Now let $P$ be an arbitrary function in $\mathcal{P}_p(\mathcal{T})$. Second, we will show that $P$ can be written as a linear combination of $\{\phi_i\}_{i=1}^N$. Let $P' = \sum_{i=1}^N c_i \phi_i$, where $c_i$ is the value of $P$ at nodal point $n_i$. Because $\{\phi_i\}_{i=1}^N$ are $C^0$ piecewise polynomial of degree $p$, so is $P'$. Furthermore, from definition of $P'$, $P - P'$ equals zero at all of the nodal points of $\mathcal{T}$. By Lemma 2.7, $P - P'$ is zero on each element of $\mathcal{T}$. Therefore, $P - P'$ is zero on the whole triangulation $\mathcal{T}$. In other words, $P = \sum_{i=1}^N c_i \phi_i$. This completes our proof.

A nodal basis function can be referred to as a vertex, edge, or interior nodal basis function depending on the nodal point associated with it. However, in practice, they are usually called hat functions, bump functions and bubble functions respectively due to their shapes.

In the proof of Theorem 2.13, we observe that $\phi_i|_t \equiv 0$ for almost all elements $t \in \mathcal{T}$, except the ones that touch the nodal point $n_i$. In other words, these basis functions have compact support. Figure 2.5 illustrates three different kinds of support associated with different types of basis functions.

![supp(\phi_i)](image1)

Figure 2.5: Supports of different kinds of basis functions.

In finite element method, solution is sought as a linear combination of basis functions of finite element space. If the space of piecewise polynomial of degree $p$, $\mathcal{P}_p(\mathcal{T})$, equipped with nodal basis function defined in Theorem 2.13 is chosen to be the finite element space, then the coefficients $c_i$ in the expression of the finite element solution $f_{f.e} = \sum_{i=1}^N c_i \phi_i$ is actually an approximation of the exact
solution at the nodal point $n_i$. Because of this, $c_i$ are called degree of freedom and the number of nodal points in $\mathcal{T}$ is called number of degree of freedom. Sometimes, the term “degree of freedom” is also used to refer to nodal points in a triangulation.

### 2.3 Transition Elements

In the previous section, we have studied the uniform case, in which all elements in triangulation $\mathcal{T}$ have the same degree. In this section, we will establish a foundation for $p$-adaptivity which allows elements of different degrees be in the same mesh (triangulation). This flexibility helps $p$-adaptive finite element methods to better capture the exact solutions’ behaviors by adaptively choosing degrees for elements.

In a mesh with variable degrees, along the interfaces separating elements of different degrees, it is natural to use nodal points of higher degree for shared edges. Therefore, along degree interfaces, only elements of lower degrees need new sets of basis functions. These elements are called transition elements.

#### 2.3.1 The first approach

Consider an admissible mesh, where there is no violation of 1-irregular rule and 2-neighbor rule (these rules are discussed in Chapter 3). In this mesh, a transition element is an element of degree $p$ having one and just one neighbor of degree $p + 1$ (the other neighbors if exist are of degree $p$). Figure 2.6 represents a transition element $t$ with its neighbors. The edge shared by $t$ and its neighbor of higher degree $(p + 1)$ is called transition edge.

To define a set of basis functions for $t$ we will follow the same idea of the previous section by making each basis function equal 1 at one nodal point and equal 0 at all other nodal points.

Assume edge two is the transition edge of $t$. By Corollary 2.11, all of the basis functions $\phi_j$ in $\mathcal{P}_p(t)$ that are not associated with edge two equal zero on the whole of edge two. In particular, these functions equal zero at nodal points of degree $p + 1$ on the transition edge. Therefore, we can use these functions in the
set of basis functions for transition element $t$ without modification.

It now remains to define basis functions associated with nodal points of degree $p + 1$ on the transition edge (including the two vertex nodal points). Label these points $n_{v_1}, n_{v_3}, n_{e_1}, \ldots, n_{e_{p-1}}$, where the first two are vertex nodal points and the rest are edge nodal points. Denote $\theta_j$ the function of the straight line perpendicular to edge two at $n_{e_j}$ and $S_{int}$ the set of interior nodal points of $t$. Let

$$
\psi^{(e_i)} = C_i c_1 c_3 \prod_{j=1, j\neq i}^{p-1} \theta_j - \sum_{j \in S_{int}} \alpha_{ij} \phi_j.
$$

(2.2)

Here $c_1$ and $c_3$ are equations of edge one and edge three; $C_i$ and $\alpha_{ij}$ are chosen so that $\psi^{(e_i)}$ equals 1 at $n_{e_i}$ and equals 0 at all the other nodal points of degree $p + 1$ on edge two, as well as all interior nodal point of $t$. Clearly, $\psi^{(e_i)}$ also equals zero at nodal points of degree $p$ on edge one and edge three. Hence $\psi^{(e_i)}$ are the transition edge basis functions for $t$.

Now we define the basis functions associated with the two vertices on the transition edge. We begin with standard vertex basis functions and use $\psi^{(e_i)}$ to modify them to have right values on the transition edge.

$$
\psi^{(v_i)} = \phi_{v_i} - \sum_{j=1}^{p-1} \beta_{ij} \psi^{(e_j)},
$$

(2.3)

where $i = 1, 3$ and $b_{ij}$ are chosen such that $\psi^{(v_i)}$ equals zero at all edge nodal points of degree $p + 1$ on the transition edge. Obviously, $\psi^{(v_i)}$ equals 1 at the vertex $v_i$.

In summary, with two vertex basis functions defined by equation (2.3), $p - 1$ edge basis functions defined by equation (2.2), and standard nodal basis functions
of degree \( p \) not associated the transition edge, we have a set of \( N_p + 1 \) functions that equal 1 at one nodal point and equal 0 at all other nodal points of \( t \). An argument similar to the one in Theorem 2.9 shows that the set is linearly independent. Let \( \mathcal{P}_{p+1/2}(t) \) be the space spanned by that set of basis functions. Then \( \mathcal{P}_{p+1/2}(t) \) is a polynomial space for the transition element \( t \). Naturally we would want this newly defined space to contain the regular space of polynomials of degree \( p \) restricted on \( t \). The following theorem ensures that desire.

**Theorem 2.14.** \( \mathcal{P}_p(t) \) is a subset of \( \mathcal{P}_{p+1/2}(t) \).

**Proof.** Since \( \mathcal{P}_{p+1/2}(t) \) includes all of the basis functions in \( \mathcal{P}_p(t) \) that are not associated with nodal point on the transition edge, it suffices to show that basis functions of degree \( p \) associated with the transition edge is contained in \( \mathcal{P}_{p+1/2}(t) \).

From equation (2.3), we can write the standard vertex basis functions \( \phi_{vi} \) as a linear combination of functions in \( \mathcal{P}_{p+1/2}(t) \):

\[
\phi_{vi} = \psi^{(vi)} + \sum_{j=1}^{p-1} \beta_{ij} \psi^{(e_j)}, \text{ for } i = 1, 3.
\]

Therefore, \( \phi_{v1} \) and \( \phi_{v3} \) are contained in \( \mathcal{P}_{p+1/2}(t) \).

Now we show that the standard basis functions of degree \( p \) are also a linear combination of functions in \( \mathcal{P}_{p+1/2}(t) \). Denote \( \hat{\theta}_j \) the function of straight line perpendicular to transition edge at \( n_{\hat{e}_j} \), a nodal point of degree \( p \). Let

\[
\hat{\psi}^{(\hat{e}_i)} = \hat{C}_i c_1 c_3 \prod_{j=1}^{p-2} \hat{\theta}_j - \sum_{j \in S_{int}} \hat{\alpha}_{ij} \phi_j,
\]

where \( \hat{C}_i \) and \( \hat{\alpha}_{ij} \) are chosen so that \( \hat{\psi}^{(\hat{e}_i)} \) equals 1 at \( \hat{e}_i \) and equals 0 at all of the other nodal points of degree \( p \) of \( t \). By the uniqueness of basis functions proved in Theorem 2.9, \( \hat{\psi}^{(\hat{e}_i)} \) is actually the nodal basis function of \( \mathcal{P}_p(t) \) associated with the nodal point \( \hat{e}_i \). Because \( \phi_j \in \mathcal{P}_{p+1/2}(t) \) for \( j \in S_{int} \), it is now sufficient to show that \( \{\hat{\Theta}_j\}_{j=1}^{p-2} \) can be written as linear combinations of \( \{\Theta_j\}_{j=1}^{p-1} \), where

\[
\hat{\Theta}_i = \prod_{j=1}^{p-2} \hat{\theta}_j \quad \text{and} \quad \Theta_i = \prod_{j=1}^{p-1} \theta_j.
\]
Since $\theta_j$ and $\hat{\theta}_j$ are lines of the same direction, the problem is reduced to one dimensional case: show that polynomials of degree $p - 3$ can be written as linear combinations of basis polynomials of degree $p - 2$. This statement is obviously true.

\[\square\]

**Remark 2.15.** The set of basis functions defined above is not a unique one. For a transition element, there are more than one set of basis functions that equal 1 at a nodal point and equal 0 at all of the others.

### 2.3.2 The second approach

In the previous subsection, we considered only meshes with no violation of 1-irregular rule and 2-neighbors rule. Now we consider more general meshes that might have violations of those two rules. In these meshes, a transition element is an element of degree $p$ with at least one of its neighbors of degree $p + 1$ or higher.

For the sake of clarity, we begin with a transition element $t$ of degree $p$ having one neighbor of degree $p + 1$ and no other neighbor of degree higher than $p$. Without loss of generality, we can assume that the higher degree neighbor is across edge three of $t$. In other words, edge three is a transition edge of $t$.

Similar to the previous subsection, we can use the standard basis functions of degree $p$ at the nodal points that are not associated with edge three. Again, it remains to define the basis functions associated with the transition edge three.

Define a special polynomial of degree $p + 1$, which is zero at all standard nodal points of degree $p$ of $t$, and identically zero on edges one and two by

\[
\tilde{\phi}_{(p+1)} = \begin{cases} 
\prod_{k=0}^{(p-1)/2}(c_1 - k/p)(c_2 - k/p), & \text{for } p \text{ odd,} \\
(c_1 - c_2)\prod_{k=0}^{(p-2)/2}(c_1 - k/p)(c_2 - k/p), & \text{for } p \text{ even.}
\end{cases}
\]

This polynomial is actually a product of equal number of lines parallel to edge one and edge two for $p$ is odd, and is that same product multiplied with the median from vertex three for $p$ is even. Figure 2.7 represents the lines in the formula of $\tilde{\phi}_{(p+1)}$ for $p = 4, 5$. 
A polynomial space for the transition element is given by \( \tilde{P}(t) = \mathcal{P}_p(t) \oplus \tilde{\phi}_{p+1} \). In other words, we form \( p+2 \) basis functions \( \{\psi_i\}_{i=1}^{p+2} \) as linear combinations of \( \tilde{\phi}_{p+1} \) and \( N_p \) standard basis function of degree \( p \) of \( t \). Here \( \psi_i \) is the basis function associated with the nodal point \( n_i \) on the transition edge. Denote \( S \) and \( S_{\text{trans}} \) the set of nodal point of \( t \), and that associated with the transition edge, respectively. We have

\[ \psi_i = \sum_{j \in S} \alpha_{ij} \phi_j + c_i \tilde{\phi}_{p+1}. \]  

(2.4)

Matching both sides of equation (2.4) above at standard nodal points of \( t \) that are not associated with the transition edge yields \( \alpha_{ij} = 0 \) for \( j \notin S_{\text{trans}} \). Therefore equation (2.4) becomes

\[ \psi_i = \sum_{j \in S_{\text{trans}}} \alpha_{ij} \phi_j + c_i \tilde{\phi}_{p+1}. \]  

(2.5)

This equation implies that \( \psi_i \) can actually be written as a linear combination of \( \tilde{\phi}_{p+1} \) and \( p+1 \) standard basis functions of degree \( p \) associated with the transition edge. Since we know values of \( \psi_i \) at \( p+2 \) points on edge three, coefficients \( \alpha_{ij} \) and \( c_i \) in equation (2.5) can be determined by solving a \( (p+2) \times (p+2) \) system of linear equations. This approach is considered expensive as we have to solve a system of size \( p+2 \) for each basis functions \( \phi_i \).

In our code, PLTMG, we compute coefficients \( \alpha_{ij} \) by matching both sides of equation (2.5) at standard nodal points of degree \( p \) associated with the transition edges. At each point, \( \tilde{\phi}_{p+1} \) equals 0 and all of the \( \phi_j \) equal 0 except one equals

Figure 2.7: Lines in the formula of \( \tilde{\phi}_{p+1} \) for \( p = 4, 5 \).
1. As of $\psi_i$, we do not know its complete formula but its values on the transition edge are defined by its $p + 2$ values at nodal points of degree $p + 1$. In addition, the coefficient $c_i$ can be computed by taking $(p + 1)$th derivative of equation (2.5) in the tangential direction for the transition edge. In this approach of computation, all the coefficients are geometry independent. Therefore, we only need to do the calculation once and use the results for all elements.

Now we consider a more general case, where the higher degree element is of degree $p + k$, for $k > 1$. Similarly, we can define a polynomial space for $t$ as

$$\tilde{P}(t) = P_p(t) \oplus \{\tilde{\phi}_{(p+1)}(c_1 - c_2)^m\}_{m=0}^{k-1},$$

and the transition basis function $\psi_i$ is given by

$$\psi_i = \sum_{j \in S_{\text{trans}}} \alpha_{ij} \phi_j + \sum_{m=0}^{k-1} c_{i,m} \tilde{\phi}_{(p+1)}(c_1 - c_2)^m.$$ (2.6)

Here the coefficients $c_{i,m}$ can be consecutively computed by taking $(p + m + 1)$st derivative of equation (2.6), and $\alpha_{ij}$ are computed as in the previous case.

In this approach, we can be even more general by allowing one element to have more than one transition edge. The transition basis functions associated with transition edges are defined consecutively and almost independently. Assume edge two is the only transition edge left. Similarly, we can define a polynomial space for $t$ as

$$\tilde{P}(t) = P_p(t) \oplus \{\tilde{\phi}_{(p+1)}^{(3)}(c_1 - c_2)^m\}_{m=0}^{k^{(3)}-1} \oplus \{\tilde{\phi}_{(p+1)}^{(2)}(c_3 - c_1)^m\}_{m=0}^{k^{(2)}-1}.$$

After defining the transition basis functions associated with edge three we can define those associated with edge two as in equation (2.6). The only difference is that the basis function $\phi_j$ associated with vertex one, is now $\psi_{v_1}$, the transition basis function associated with edge three at vertex $v_1$.

If a third transition edge is present, it is treated analogously.

**Theorem 2.16.** The finite element spaces constructed in Subsection 2.3.1 and Subsection 2.3.2 are $C^0$. 

Proof. Let $e$ be the shared edge of two elements $t$ and $t'$, where $t$ is of degree $p$ and $t'$ is of degree $p + k$, $k \geq 1$. Assume $P \in \tilde{\mathcal{P}}(t)$ and $Q \in \tilde{\mathcal{P}}(t')$ (if $t'$ is not a transition element we can think of $\tilde{\mathcal{P}}(t')$ as $\mathcal{P}_{p+k}(t')$) agree at $p+k+1$ nodal points of degree $p+k$ on $e$. We will show that $P$ and $Q$ agree along the whole edge $e$.

Clearly, $\tilde{\mathcal{P}}(t)$ and $\tilde{\mathcal{P}}(t')$ could contain polynomials of degree higher than $p+k$, namely transition basis functions associated with edges other than $e$. However, in both approaches 2.3.1 and 2.3.2, these basis functions are defined to equal 0 on the whole $e$. Therefore, the restrictions of $P$ and $Q$ on $e$ are 1-dimensional polynomials of degree $p+k$ or less.

An argument similar to the one in Proposition 2.12 shows that $P$ and $Q$ agree on the whole edge $e$. \qed
Chapter 3

Adaptive Meshing

Before we get into discussions of different algorithms of adaptive meshing we define finite element meshes to lay the foundation of this chapter.

A finite element mesh is a subdivision of the domain $\Omega$ of the differential equation into a number of convex subdomains, usually polygons, called elements. In this dissertation, we restrict the discussion to the case where $\Omega \subseteq \mathbb{R}^2$ and all elements are triangles. For simplicity of exposition, we assume that $\Omega$ is, in fact, the union of those elements.¹ In other words, we consider a finite element mesh a triangulation (of the domain $\Omega$) that satisfies certain conditions. In the definition below, we impose Ciarlet’s conditions in [32] for triangulations we are working with.

Definition 3.1. A triangulation $\mathcal{T}$ of the domain $\Omega$ is said to be geometrically admissible if it satisfies the following conditions:

(i) For each triangle $\tau \in \mathcal{T}$, the set $\tau$ is closed and its interior $\hat{\tau}$ is nonempty.

(ii) $\Omega = \bigcup_{\tau \in \mathcal{T}} \tau$.

(iii) For two distinct triangles $\tau_1, \tau_2 \in \mathcal{T}$, one has $\hat{\tau}_1 \cap \hat{\tau}_2 = \emptyset$.

(iv) Any edge of any triangle $\tau_1$ in $\mathcal{T}$ is either a subset of the boundary $\Gamma$ of $\Omega$, or the whole edge of another triangle $\tau_2$.

¹Extensions to allow curved edges on the boundary of $\Omega$ are implemented in PLTMG but are not discussed in this dissertation.
(v) If an edge of $\tau$ belongs to the boundary $\Gamma$ of $\Omega$, it is either on the Dirichlet boundary or Neumann boundary. No element has an edge containing both Dirichlet and Neumann portions of the boundary.

**Remark 3.2.** It is clear from definition 3.1 that two distinct elements in a triangulation can share an edge or a vertex or nothing.

![An geometrically admissible mesh.](image)

Figure 3.1: An geometrically admissible mesh.

An example of a valid triangulation is showed in Figure 3.1 and an example of a triangulation that violates condition (iv) is showed in Figure 3.2.

### 3.1 Mesh Smoothing

In this section, we summarize the result of Bank and Smith in [25] about *mesh smoothing* based on geometry.

In finite element methods, the calculation of stiffness matrix and right hand side are done on the reference element using affine maps. In this way, the work is significantly reduced since part of the calculation only need to be done once and used for all elements. However, to guarantee that the calculation is sufficiently
accurate, the geometry of each element (triangle) needs to satisfy a condition called shape regularity.

Generally speaking, shape regularity condition requires triangles not to be too “thin” nor too “flat” (see examples in Figure 3.3). In other words, the condition requires triangles’ smallest angle or the ratios of their in-radius and circum-radius to be bounded below. There are no fixed values for these lower bounds. However, in practice, one usually requires the smallest angle of an element in finite element mesh is at least 30 degree.

Consider an element $t$ with vertices $v_i = (x_i, y_i), 1 \leq i \leq 3$, oriented counter-
clockwise as shown in Figure 3.4. In [25], Bank and Smith defined a *shape regularity quality function* $q(t)$ for $t$ as follows

$$q(t) = \frac{4\sqrt{3}|t|}{|\ell_1|^2 + |\ell_2|^2 + |\ell_3|^2}.$$  

(3.1)

Here $|\ell_i|$ is the length of edge $\ell_i$ and $|t|$ is “signed” area computed by

$$|t| = \frac{1}{2} (x_2 - x_1)(y_3 - y_1) - (x_3 - x_1)(y_2 - y_1).$$  

(3.2)

This area formula is very convenient in the sense that by using the change of its sign, one can recognize the reorientation of the vertices of $t$.

![Figure 3.4: An element with its parameters.](image)

Clearly from its definition in Equation 3.1, the shape regularity quality function $q(t)$ has absolute value that equals one for an equilateral triangle and approaches zero for triangles with small angles. In addition, $q(t)$ is independent of the size of $t$. That is, the shape regularity qualities of two similar triangles are the same no matter how different they are in size.

**Definition 3.3.** The *shape regularity quality of a mesh* is the smallest shape regularity quality of the elements in it.

It is often helpful to think of a mesh (triangulation) as a grid or a set of vertices and their connectivity structure. In the next step, we discuss a method to improve shape regularity quality of a mesh by moving its vertices around “slightly” and keep the connecting structure (topology) fixed. This method is categorized as a *mesh smoothing* technique.
Let $\mathcal{T}$ be a geometrically admissible triangulation of the domain $\Omega$. For the purposes of mesh smoothing, vertices of $\mathcal{T}$ are decomposed into three separated sets, called corner, boundary/interface and interior vertices. Roughly speaking, a corner vertex is a vertex that is critical for defining the geometry of the region, the boundary conditions, the interfaces, etc., whose movements would compromise the integrity of the domain. Such vertices should remain fixed. Boundary/interface vertices are the ones lying along boundaries and interfaces. These vertices can only be moved along the boundaries and interfaces they belong to. All other vertices are interior vertices and they can be moved freely in all directions.

Let $\mathcal{F}$ be a family of triangulations of $\Omega$ with the same topology and all members of $\mathcal{F}$ share the same constraints for corner and boundary/interface vertices. We would like to find $\mathcal{T} \in \mathcal{F}$ with the best shape regularity quality. More precisely, we want to seek $\mathcal{T}$ as the solution of the optimization problem: find a triangulation $\mathcal{T} \in \mathcal{F}$ such that

$$\min_{t \in \mathcal{T}} q(t) = \max_{\mathcal{T}' \in \mathcal{F}} \min_{t' \in \mathcal{T}'} q(t')$$  \hspace{1cm} (3.3)

However, this optimization problem is very expensive to solve especially when the number of vertices becomes large. To keep the cost of the technique reasonable, one could find a triangulation in $\mathcal{F}$ with good shape regularity quality but not necessary the best one. In [25], Bank and Smith proposed a Gauss-Seidel like method, in which they sweep through the vertices, locally optimizing the position of a single vertex while keeping all the others unchanged. During this procedure, after solving a local problem, the quantity

$$\min_{t \in \mathcal{T}} q(t)$$

can only be increased or remain unchanged and the quality of bad elements in the triangulation are generally improved. Now what is left is to solve the local optimization problem effectively.

Assume we want to optimize the position of vertex $v_i = (x_i, y_i)$ while keeping other vertices fixed. For the sake of simplicity, we assume that $v_i$ is an interior vertex. Let $\Omega_i$ be the subregion of $\Omega$ formed by elements sharing the vertex $v_i$ as shown in Figure 3.5. Let $t_1$ and $t_2$ be the two elements in $\Omega_i$ with worst shape
regularity quality:

\[ \alpha = q(t_1) = \min_{t \in \Omega_i} q(t) \quad \text{and} \quad \beta = q(t_2) = \min_{t \not\in \Omega_i} q(t) \]

Obviously, there is unique point \((x'_i, y'_i)\), for which the triangles corresponding to \(t_1\) and \(t_2\) with the vertex \((x_i, y_i)\) replaced by \((x'_i, y'_i)\) have equal qualities \(\alpha' \geq \alpha\). This point is characterized as a point of tangency of the circles for the level curve for the two triangles and can be computed directly from the geometry of the vertices which remain fixed in \(t_1\) and \(t_2\). For the new position of \(v_i\), if the qualities of other triangles in \(\Omega_i\) are greater than \(\alpha'\) then this is the exact solution for our local optimization problem. Fortunately, this is usually the case in practice. When it is not the case, one could use a line search along the line segment connecting \((x_i, y_i)\) and \((x'_i, y'_i)\) to find a good position for \(v_i\).

**Remark 3.4.** The algorithm of mesh smoothing we discuss here is based purely on geometry. In [25], Bank and Smith also proposed two other algorithms of mesh smoothing, one based on local interpolation errors, and the other a posteriori error estimates, where vertices are placed in the ways that minimize approximated errors. In particular, they also pointed out through numerical experiments that mesh smoothing with fixed topology by itself is not necessarily a good strategy for adapting the mesh. However, it is very efficient when used in conjunction with mesh refinement. We shall discuss some mesh refinement strategies in the next section.
3.2 $h$-Adaptive Meshing

In $h$-refinement, one refines an element in two or more children elements of smaller sizes while keeping the degree of the new elements (degrees of the basis functions associated with these elements) the same with their father's.

Based on range of influence, $h$-refinements can be categorized in three different strategies.

In *global mesh refinement*, every element in the mesh is refined (usually in the same way) to obtain a finer mesh. Clearly, this is the simplest strategy to implement. However, it is also the most expensive strategy since many elements are generated away from the area of interest. Sometimes, global mesh refinement is referred to as uniform refinement.

A variation of global mesh refinement is *semi-global mesh refinement*, in which elements in one or more selected cross-sections of the mesh are refined. In certain cases, this strategy may be implemented as easily as global refinement and may be less wasteful. Nevertheless, this strategy does not always work and is still considered not economical.

In the rest of this section, we discuss two different approaches of (adaptive) *local mesh refinement*, in which only selected elements are refined. This is a very attractive strategy especially for problems with singularities or sharp fronts since the refinement can be restricted to those portions of the domain where it is needed.

**Requirement 3.5.** *For local mesh refinement to be efficient, it is necessary that:*

(i) we are able to decide what elements to be refined cheaply

(ii) the sparsity of the resulting systems of linear equations is preserved as the mesh is refined.

(iii) the adaptive local mesh refinement procedure can be implemented cheaply

Later, in chapter 4, we study a posteriori error estimates, with which we can select the best (or nearly best) elements to refine at low cost. In this chapter, we assume (i) and focus only on (ii) and (iii).
3.2.1 Red-Green Mesh Refinement

In this subsection, we present the work of Bank, Sherman and Weiser in [24]. The ideas of the work later give rise to our extension for $p$-refinement which is discussed in the next section.

As mentioned in the previous section, shape regularity quality of the mesh is very important in finite element methods. In $h$-adaptive meshing, to preserve the quality of the current mesh, one can use red refinement\(^2\), which is sometimes called bisection-type mesh refinement. In this type of refinement, a triangular element $t$ is subdivided into four triangles called sons of $t$, by pairwise connecting the midpoints of the three edges of $t$. Figure 3.6 illustrates an element $t$ and its children after a red refinement.

![Figure 3.6: An element before and after red refinement.](image)

Obviously, in red refinement, the children elements are geometrically similar to their farther. Therefore, they have the same shape regularity quality as their father. This is an advantage of this type of refinement. However, new vertices introduced in red refinement usually break the conformity of the triangulation (violating condition (iv) in definition 3.1 of a geometrically admissible mesh). This can be seen from Figure 3.6 where an element $t$ is red refined several times. In the figure, except for vertices of $t$, all other vertices are non-conforming.

These non-conforming vertices are usually called irregular vertices and are rigorously defined as follows.

**Definition 3.6.** A vertex is said to be regular if it is a corner of each element it

\(^2\) The name “red refinement” came after the name “green refinement” which is discussed later.
Figure 3.7: Non-conforming vertices created by red refinement.

touches. A vertex is said to be irregular if it is not regular.

**Definition 3.7.** The irregular index of a mesh is the maximum number of irregular vertices on a side of any element in the mesh. A $k$-irregular mesh is a mesh with irregular index $k$

Figure 3.8 shows an example of a 2-irregular mesh.

**Remark 3.8.** Note that all boundary vertices should be regular.

In general, it is advantageous to “regularize” a mesh by restricting the number of irregular vertices on each edge. There are several reasons for that: simplifying computations such as matrix assembly and mesh refinement, increasing approximation power by insuring that neighboring elements are not too different in sizes, and guaranteeing that each element is in the support of a bounded number of basis functions. There are several ways to achieve this regularization. In [24], Bank et al. suggested to use the following *1-irregular rule* and some of its variants.
Rule 3.9. **1-Irregular Rule**: Keeping the number of irregular vertices on any edge of any element in the triangulation be at most one. In other words, refine any element for which any of its edges contains more than one irregular vertex.

Figure 3.8 can also served as an example of a mesh with a violation of 1-irregular rule. The mesh after fixing the violation is shown in Figure 3.9.

![Figure 3.9: Mesh in Figure 3.8 after fixing 1-irregular rule violation.](image)

In order to monitor the number of irregular vertices on an edge of an element, one could use the information of its level and neighbors.

**Definition 3.10.** The level $\ell_{t_i}$ of an element $t_i$ is defined inductively as follows

$$
\ell_{t_i} = \begin{cases} 
1 & \text{if } t_i \in T_0 \\
\ell_{t_f} + 1 & \text{if } t_i \notin T_0 
\end{cases},
$$

where $t_f$ is the father of $t_i$ and $T_0$ is the geometrically admissible initial mesh.

**Definition 3.11.** The neighbor $t_j^i$ of element $t_i$ across its $j$th edge $e_j^i$ is the smallest element with one edge completely overlapping $e_j^i$.

Clearly, the number of irregular vertices on an edge of an element is related to the difference of its level and the level of one of its neighbors across that edge.

Let $T$ be a geometrically admissible mesh. Assume that some elements in $T$ are selected to be red-refined owing to, for example, having large errors. These refinements, in turn, introduce some irregular vertices. During the refinement process, 1-irregular rule is applied as often as possible to accomplish a regularized mesh which, according to [24], has the following properties:
Proposition 3.12. Let \( T' \) be the mesh obtained from \( T \) after some red refinements, and regularization using 1-irregular rule. Then

(i) \( T' \) has irregular index 1.

(ii) \( T' \) uniquely contains the fewest elements of any 1-irregular mesh that can be obtained by refining \( T \).

(iii) \( |T| \leq 13|T'| \).

Remark 3.13. The property (iii) of proposition (3.12) is usually pessimistic (see remark 3.16).

Beside the nice properties above, \( T' \) is still not a geometrically admissible mesh owing to the presence of irregular vertices. In addition, a triangulation of irregular index 1 does not guarantee that the number of nonzero basis functions\(^3\) in each element are exactly three. An example is illustrated in Figure 3.10, where the triangulation satisfies 1-irregular rule, but the four basis functions corresponding to the vertices marked by dots are nonzero in \( t \).

Figure 3.10: Four nonzero basis functions in \( t \).

To fix these issues, Bank et al. proposed using green refinement\(^4\), in which a vertex is connected to the midpoint of the opposite edge of the element we want to refine (see Figure 3.11). The use of green refinement is determined by the green rule described as follows

---

\(^3\)Here we only consider linear basis functions.

\(^4\)The name “green refinement” came from graph theory where sometimes special edges are distinguished by color.
Rule 3.14. Green Rule: With as few elements as possible, green refine any element with an irregular vertex on one or more of its edges.

For 1-irregular meshes, there are three cases in which green rule can be applied. These cases are shown in Figure 3.12.

Proposition 3.15. Let $\mathcal{T}'$ be an 1-irregular mesh, for example the resulting mesh in Proposition 3.12. Assume that $\mathcal{T}''$ is generated from $\mathcal{T}'$ by applying the green rule wherever possible. Then the following hold:

(i) For any element $t''$ in $\mathcal{T}''$, there are at most three basis functions having supports in it. In addition, the restrictions of these basis functions in $t''$ are linearly independent.
(ii) In $\mathcal{T}''$, the support of a basis function intersects with those of at most twelve other basis functions.

(iii) $|\mathcal{T}''| \leq 2|\mathcal{T}'|.$

Remark 3.16. The properties (i) and (iii) of proposition 3.15 are usually pessimistic. The most common number of non-zeros in a row of the stiffness matrix is seven, and for most meshes encountered in practice $\mathcal{T}''$ contains fewer than twice as many elements as $\mathcal{T}$. Here $\mathcal{T}'$ is obtained from $\mathcal{T}$ after some red refinement and 1-irregular regularization.

In addition, one could use a more aggressive refinement strategy by applying, in conjunction with 1-irregular rule and green rule, the following 2-neighbor rule.

Rule 3.17. **2-Neighbor Rule:** Red refine any element $t$ with two neighbors that have been red refined.

An example of a mesh with a violation of 2-neighbor rule is shown in Figure 3.13.

![Figure 3.13: A mesh with 2-neighbor rule violation.](image)

When the 2-neighbor rule is used together with the 1-irregular rule, one gets an 1-irregular mesh in which each remaining irregular vertices is located at the midpoint of an edge of a unique element. This implies that for such a mesh, only the case in Figure 3.12a occurs when green rule is applied. For the resulting mesh, analogues of properties (ii) and (iii) in proposition 3.15 hold, but the constants are usually bigger.
Algorithm 1 Local Meshing Procedure For Red Refinement

Procedure REFINE

while \((i \leq nt)\) do

for \(j = 1\) to 3 do

if \(t_i^j\) is unrefined then

if \(t_i^j\) has more than one neighbor or \(\ell_i > \ell_{t_i^j} + 1\) then

DIVIDE(\(t_i^j\));

end if

end if

end for

if DVTEST(\(t_i\)) then

DIVIDE(\(t_i\));

end if

\(i \leftarrow i + 1;\)

end while

End

Procedure DIVIDE

\(s_i \leftarrow nt + 1; nt \leftarrow nt + 4;\)

for \(j = 0\) to 3 do

create \(t_{s_i + j};\)

end for

End

Algorithm 1 above is an algorithm implementing 1-irregular rule in conjunction with 2-neighbor rule.

Here we assume that a Boolean-valued function DVTEST, which decides whether an element should be refined, is available. Usually DVTEST is the output of a self-adaptive mechanism within the code that uses local error indicators. Sometimes, DVTEST can be a user specification of a fixed refinement pattern. An element in the mesh may be refined either because DVTEST indicates it should be refined, or because it violates the 1-irregular rule or 2-neighbor rule. It is also possible that an element satisfies both rules at the beginning but violate one of
them later in the refinement process owing to the refinement of one of its neighbors. This implies that an element can be examined by the algorithm more than once.

Note that in Algorithm 1, elements are processed in the order they are created, newly created elements are placed at the end of the working list. In particular, when an element is examined, its neighbors are tested against 1-irregular and 2-neighbor rules before it is checked by DVTEST. This guarantees that these rules are satisfied by meshes generated by Algorithm 1, and that remaining irregular vertices are the sole edge midpoints in some elements.

Since a given element has at most three neighbors, we test (and possibly refine) at most four elements at any step of Algorithm 1. Hence, the complexity of Algorithm 1 is linear in the number of elements.

### 3.2.2 Longest Edge Bisection

As indicated by the title, in this subsection we discuss longest edge bisection, another approach of $h$-adaptive meshing.

In longest edge bisection, an element is refined into two smaller elements by connecting the midpoint of its longest edge with the opposite vertex as shown in Figure 3.14.

![Figure 3.14: Longest edge bisection.](image)

Obviously, one chooses to bisect the longest edge to maintain the shape regularity quality of the mesh. In an element, the angle opposite to the longest edge is the biggest one. Therefore, refinement by dividing that angle would reduce the chance to have elements with small angles. However, bisecting an element
introduces an irregular (nonconforming) vertex. This leads to further refinement. The question is whether the process terminates in finite steps and whether the resulting mesh has some control of the smallest angles.

The following theorem on “a lower bound on the angles of triangulation constructed by bisecting the longest edge” was given by Rosenberg and Stenger in 1975.⁵

**Theorem 3.18.** Let \( \alpha_0 \) be the smallest interior angle of \( T_0 \), a given initial geometrically admissible triangulation. If \( \alpha_j \) is the smallest angle of the triangulation \( T_j \) obtained by the \( j \)th iterative bisection of all the triangles generated from \( T_0 \), then \( \alpha_j \geq \alpha_0 \), for all \( j \).

Later, in 1984, Rivara introduced several algorithms using longest edge bisection and gave a proof of their finiteness. The following is the simplest version of her algorithms for local refinement discussed in [50]. Figure 3.15 shows an example of using longest edge bisection algorithm, in which newly created edges

---

⁵The original result of Rosenberg and Stenger in [52] was stated slightly different. Here we use the version of Rivara used in [50].
are labeled in the order they are created.

Figure 3.15: Local application of Algorithm 2 for refining element ABC.

In PLTMRG, we apply Algorithm 2 with some modifications. First, elements are considered to be refined one at a time, according to their error indicators. Second, a weaker condition for choosing the longest edge is also used. That is, if the irregular vertex $P$ is not on the longest edge but the length of the edge containing $P$ is, for example, 90% of that of the longest one, then we bisect the element by the edge containing $P$. The reason for doing this is that we want to focus more on refinement by error estimate, rather than on refinement by geometry non-conformity. Outline of the refinement procedure used in PLTMRG is described in Algorithm 3 below.

Here the STOP_COND is based on a threshold of number of vertices or number of degree of freedom.

Remark 3.19. Even though theorem 3.18 guarantees a lower bound on the angles of triangulation constructed by bisecting the longest edge, the shape regularity quality of the mesh could be reduced significantly after several refinements. To deal with this issue, in PLTMRG, we apply the mesh smoothing technique (described in section 3.1), edge flipping, etc., to improve the quality of the mesh generated from
Algorithm 3 Local Mesh Refinement in PLTMG

Calculate error estimates.

Build a max-heap $H$ of elements according to their errors.

repeat
    $t \leftarrow H(1)$
    Bisect $t$ and its neighbors as in Algorithm 2.
    Update error estimates.
    Update heap $H$.
until STOP_COND

$h$-adaptive meshing.

Remark 3.20. One should notice from Algorithm 3 that an element could be refined more than once before the approximated solution is recalculated. This is possible because there exists one way to approximate errors for children elements in a refinement using information of their father. However, the accuracy of these approximated errors degenerates after each refinement. Therefore, in PLTMG, we limit the maximal number of refinements of an element before the whole problem is resolved.

Remark 3.21. In PLTMG, $h$-unrefinement is also implemented. Originally, in $h$-unrefinement, vertices with small surrounding errors are gradually removed from the mesh. In order to have the $h$-version and the $p$-version of unrefinement compatible with each other, we currently implemented $h$-unrefinement as a process of removing elements with small errors step by step. In both cases, when a vertex/an element is removed from the mesh, the connecting structure is updated and edge flipping and mesh smoothing are used to improve the shape regularity property of the mesh.

3.3 $p$-Adaptive Meshing

In $p$-adaptive meshing, we fix the geometry of mesh and achieve a better solution approximation by modifying (usually increasing) the degrees of the elements
in the mesh. This is a different approach to get better approximation spaces. In $h$-refinement, we use elements of small sizes, while in $p$-refinement, we use elements with higher degree.

Since the geometry of a mesh is unchanged after a $p$-refinement, we assume, in this section, that all the meshes we working with are geometrically admissible. In addition, in this section, when we talk about a mesh we refer to both its topology and the set of degrees of freedom associated with elements in the mesh.

Similar to $h$-refinement, there are global and local $p$-refinements.

In global $p$-refinement, also called uniform $p$-refinement, the degree of every element in the mesh is increased by the same quantity. This strategy of refinement appears to be very effective for a class of problem where the exact solutions are very smooth and can be well approximated by polynomials.

In practice, however, we usually encounter problems with singularities, sharp fronts, or rapid change in part of the solutions. For these classes of problem, using uniform $p$-refinement is very expensive since many elements away from critical area also use high degrees. Because of this reason, local $p$-refinement, where only selected elements are refined, is very attractive.

The rest of this section is devoted to local $p$-refinement and other local $p$-adaptive meshing.

### 3.3.1 Refinement Rules

For convenience, in this section, “refine” is understood as “$p$-refine”, and refinement as $p$-refinement unless otherwise specified. Also for now, we restrict our discussion to cases in which the degree of an element is increased by one in a $p$-refinement.

Similar to the previous section, we assume that we have a way to determine cheaply what elements should be refined. We now focus only on developing an efficient algorithm for $p$-refinement. The followings are the goals we want to achieve when building such algorithm.

**Requirement 3.22.** For local $p$-refinement to be efficient, it is necessary that:
(i) Computation is not expensive.

(ii) Neighboring elements are not too different in degree.

(iii) The algorithm can be implemented cheaply.

The requirements (i) and (iii) are natural for any practical algorithm. For 
$p$-refinement, we can achieve (i) by ensuring that each element is in the support of 
a bounded number of basis functions. In doing so, we could preserve the sparsity 
of the resulting system of linear equations as the mesh is refined. In addition, we 
could also limit the number of special cases. Not only does this help to simplify 
computation but it also makes the algorithm simpler to implement.

As of requirement (ii), the purposes are to smooth the changes of approximated solutions from element to element, and to increase approximation power.

To achieve the goals in Requirement 3.22 we propose using the following 
rules.

Rule 3.23. 1-Irregular Rule ($p$-version): The difference in degree of neighboring 
elements can be at most one. Refine any element $t$ of degree $p$ with a neighbor of 
degree higher than $p + 1$.

Rule 3.24. 2-Neighbor Rule ($p$-version): For any element, there should be no more 
than one neighbor of higher degree. Refine any element $t$ of degree $p$ with two or 
three neighbors of degree $p + 1$.

Remark 3.25. These rules are inspired by those of the same names in Red-Green 
($h$-) refinement. The only difference is that here the degrees of elements play the 
role of their levels.

Definition 3.26. A mesh is said to be admissible (in degree) if there is no violation 
of 1-irregular rule and 2-neighbor rule.

Remark 3.27. Obviously, if a mesh is admissible, then there is only one special 
case, in which an element of degree $p$ has one and just one neighbor of degree $p + 1$ 
(the other neighbors if exist are of degree $p$). Such element is called transition 
element and their basis functions are especially defined in subsection 2.3.1.
Now there is only one concern left before we can move on to the next subsection. As far as we know, we cannot recalculate error estimates for an element which has been \( p \)-refined before the whole problem is resolved. Therefore, unlike \( h \)-refinement, in \( p \)-refinement we can only refine an element at most once. The question is whether this is possible when we have both refinement owing to large error estimates, and refinement owing to violations of 1-irregular rule and 2-neighbor rule. The following theorem answers this question.

**Theorem 3.28.** If we start with an admissible mesh and no element is required to refine by error more than once, then in a refinement, with enforcement of 1-irregular rule and 2-neighbor rule, each element can be refined at most once.

**Proof.** This is a proof by contradiction.

Let \( t_i \) be the first element in the mesh to be refined twice. Assume \( t_i \) is of degree \( p \) right before its second refinement, and therefore of degree \( p - 1 \) in the starting mesh. Now we consider two cases:

**Case 1: Violation of 1-irregular rule:** Suppose the second refinement of \( t_i \) is caused by a refinement of its neighbor \( t_j \). This implies that \( t_j \) is of degree \( p + 2 \) or higher right before the second refinement of \( t_i \) (see Figure 3.16 on the right). Since \( t_i \) is the first element to be refined twice, the refinement of \( t_j \) is its first refinement. Therefore, in the starting mesh, the degree of \( t_j \) is at least \( p + 1 \). Hence the violation of 1-irregular rule between \( t_i \) and \( t_j \) in the starting mesh (see Figure 3.16 on the left). This contradicts with the assumption that the starting mesh is admissible.

![Figure 3.16: Second refinement of \( t_i \) caused by a violation of 1-irregular rule.](image)

**Case 2: Violation of 2-neighbor rule:** Suppose the second refinement of \( t_i \) is caused by refinements of its neighbors \( t_j \) and \( t_k \). This implies that \( t_j \) and \( t_k \) is of
degree $p + 1$ right before the second refinement of $t_i$ (see Figure 3.17 on the right). Since $t_i$ is the first element to be refined twice, the refinements of $t_j$ and $t_k$ are their first refinements. Therefore, in the starting mesh, $t_j$ and $t_k$ are of degree $p$. Hence, there is a violation of 2-neighbor rule between $t_i, t_j$ and $t_k$ in the starting mesh (see Figure 3.17 on the left). This contradicts with the assumption that the starting mesh is admissible.

\[ \text{(a) Before 2nd refinement of } t_i \quad \text{(b) Starting Mesh} \]

Figure 3.17: Second refinement of $t_i$ caused by 2-neighbor rule.

### 3.3.2 Data Structure for $p$-Adaptive Meshing

In terms of data structure, the major change we made when we incorporated $p$-adaptive meshing in PLTGM is the reconstruction of data array $ITDOF$. This reconstruction caused a massive changes in the code since $ITDOF$ is used in more than a hundred subroutines.

In PLTGM, $GF$, short for grid function, is a real array whose $I$th column contains all information of approximated solutions (values, derivatives of the exact solution) at the degree of freedom $I$. On the other hand, $ITDOF$ is an integer array whose $I$th column contains pointers of degrees of freedom associated with element $I$ to the grid function array $GF$.

In the latest version of PLTGM before we incorporated $p$-adaptive meshing, elements are allowed to have degrees up to three. However, the degrees of elements in the mesh must be the same. In that version, $ITDOF$ stores pointers of all possible dofs in an element (see detail in Table 3.1). If we extended this data structure for the $p$-version, where elements have variable degrees up to 10, we would need at least 66 entries in each column of $ITDOF$ in order to store pointers of all the dofs of an element of degree up to 10. This would be a huge waste of memory considering
Table 3.1: ITDOF in old versions of PLTMG.

<table>
<thead>
<tr>
<th>ITDOF(n, I)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITDOF(1, I)</td>
<td>first vertex dof pointer</td>
</tr>
<tr>
<td>ITDOF(2, I)</td>
<td>second vertex dof pointer</td>
</tr>
<tr>
<td>ITDOF(3, I)</td>
<td>third vertex dof pointer</td>
</tr>
<tr>
<td>ITDOF(4, I)</td>
<td>first edge dof pointer</td>
</tr>
<tr>
<td>ITDOF(5, I)</td>
<td>second edge dof pointer</td>
</tr>
<tr>
<td>ITDOF(6, I)</td>
<td>third edge dof pointer</td>
</tr>
<tr>
<td>ITDOF(7, I)</td>
<td>interior dof pointer</td>
</tr>
<tr>
<td>ITDOF(8, I)</td>
<td>element degree</td>
</tr>
</tbody>
</table>

the fact that we would want PLTMG to be able to work with meshes having up to three million elements.

To overcome the challenge, we impose some strict rules in ordering dofs locally within each element.

**Rule 3.29.** Locally within each element, dofs are labeled consecutively in counterclockwise direction and in the following decreasing priority: vertex dofs, edge dofs and interior dofs.

Layouts of dofs for the elements of degree from 1 to 4 are illustrated in Figure 3.18

We also have some rules for pointers to the grid function array.

**Rule 3.30.** Pointers to grid function array GF of dofs on the same edge or in interior of the same element must be consecutive.

With this rule, we can use the smallest (or biggest) index of the dofs to determine pointers of other dofs on the same edge or in the same interior of an element if we know the associated degree. This is the place where the knowledge about the numbers of nodal points on an edge and in interior of an element stated in section 2.1 becomes very useful.

**Remark 3.31.** Since a vertex can be shared by more than two elements, we cannot require three vertices of every element having consecutive indices in the grid function array.
Figure 3.18: Local ordering of dofs in elements of degree $p = 1, \ldots, 4$.

Currently, in PLTMG the first three entries in each column of $ITDOF$ are still reserved for pointers of vertex dofs. The next three entries are used to store the smallest or biggest pointers dofs of each edge. More specifically, we let $ITDOF(J, I)$, $J = 4, 5, 6$ be the smallest pointer of dofs on edge $J-3$ if the counter-clockwise direction of the edge in the element is the same with the increasing direction of the pointers, and we let $ITDOF(J, I)$ be the negative of the biggest pointer if otherwise. In addition, the seventh entry $ITDOF(7, I)$ is the smallest pointer of interior dofs of element $I$. Lastly, the eighth entry $ITDOF(8, I)$ contains information about degree and transition status coded together using hexadecimal:

$$ITDOF(8, I) = iord + 16 \times iords(1) + 16^2 \times iords(2) + 16^3 \times iords(3). \quad (3.4)$$

Here $iord$ is the element degree and $iords(j)$ contains degree of $j$th edge of the element.\[^6\]

**Remark 3.32.** If 1-irregular rule and 2-neighbor rule are applied strictly in the

---

\[^6\]Note that $iord \leq 10 < 16$. 

mesh, then a transition element has only one transition edge. Therefore, we could use

$$ITDOF(8, I) = 4 \times iord + iside.$$  

(3.5)

Here iside indicates transition edge. However, the formula 3.4 used in the current version of PLTMG, later, allows us to relax the enforcement of 1-irregular rule and 2-neighbor rule in some cases.

Explanation for ITDOF is summarized in Table 3.2.

<table>
<thead>
<tr>
<th>ITDOF&lt;sub&gt;1&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</th>
<th>pointer of first vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITDOF&lt;sub&gt;2&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>pointer of second vertex</td>
</tr>
<tr>
<td>ITDOF&lt;sub&gt;3&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>pointer of third vertex</td>
</tr>
<tr>
<td>ITDOF&lt;sub&gt;4&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>plus-smallest/negative-biggest pointer of the first edge</td>
</tr>
<tr>
<td>ITDOF&lt;sub&gt;5&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>plus-smallest/negative-biggest pointer of the second edge</td>
</tr>
<tr>
<td>ITDOF&lt;sub&gt;6&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>plus-smallest/negative-biggest pointer of the third edge</td>
</tr>
<tr>
<td>ITDOF&lt;sub&gt;7&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>smallest interior pointer</td>
</tr>
<tr>
<td>ITDOF&lt;sub&gt;8&lt;/sub&gt;,&lt;sub&gt;1&lt;/sub&gt;</td>
<td>element degree and transition status</td>
</tr>
</tbody>
</table>

Figure 3.19: Example of dofs in a finite element mesh.

Remark 3.33. For an edge, its counter-clockwise orientation in an element is opposite with that in the neighboring element. Therefore, if an edge is shared by two elements, then the pointers associated with it in the two elements are different (one is the smallest pointer and the other is negative of the biggest one).
Table 3.3: ITDOF array.

<table>
<thead>
<tr>
<th>NT</th>
<th>Vertices</th>
<th>Edges</th>
<th>Interior</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>13107</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>11</td>
<td>2</td>
<td>-13</td>
</tr>
<tr>
<td>16</td>
<td>13107</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>17</td>
<td>11</td>
<td>-19</td>
</tr>
<tr>
<td>22</td>
<td>13107</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>23</td>
<td>17</td>
<td>-25</td>
</tr>
<tr>
<td>29</td>
<td>17203</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>30</td>
<td>23</td>
<td>-33</td>
</tr>
<tr>
<td>37</td>
<td>17476</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>40</td>
<td>30</td>
<td>-43</td>
</tr>
<tr>
<td>47</td>
<td>17476</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>50</td>
<td>40</td>
<td>-52</td>
</tr>
<tr>
<td>55</td>
<td>13363</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3</td>
<td>50</td>
<td>-57</td>
</tr>
<tr>
<td>58</td>
<td>13107</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3.3 $p$-Adaptive Refinement

The $p$-adaptive refinement algorithm we are using consists of four phases, namely, marking, laying out new dofs, interpolating, and updating mesh status.

Phase 1 - Marking: A posteriori error estimates are calculated based on the current solution on the current mesh. Then, all elements are placed in a max-heap data structure according to the size of their error estimates. The element with the largest error estimate is at the top of the heap. This element is marked for refinement and put in a list. Elements in the list is examined one by one (first in first out) until the list is empty. If refinement of an element in the list causes a violation of 1-irregular rule or 2-neighbor rule, and requires refinement of one of its neighboring element which has not been marked for refinement, then that neighboring element is marked for refinement and put at the end of the list. When the list is empty, the mesh is admissible (having no rule violation).

Phase 2 - Laying out dofs: In this phase, we go over every element in the mesh and redefine their dof pointers. The reason for this is that after some elements are refined the pointers in ITDOF no longer follow Rule 3.30. The pointers of dofs of elements are redefined from scratch according to Rule 3.29 and Rule 3.30.

Phase 3 - Interpolating: Since dofs (nodal points) of an element are changed after a p-refinement, the values of grid function associated with new dofs need to be computed in order to provide a good initial guess for iterative solver used to solve the system of linear equations.
Algorithm 4 p-Refinement: Phase 1 - Marking

Phase 1: Marking

Calculate error estimates.
Build a max-heap $H$ of elements according to their error estimates.

$first \leftarrow 1$; $last \leftarrow 1$;

while $ndf < ndftgrt$ do

$L(first) \leftarrow H(1)$;

repeat

$t \leftarrow L(first)$
Mark $t$ as a potential element for refinement
Update $ndf$

for $j = 1$ to $3$ do

if refinement of $t$ required its neighbor $t_j$ to be refined then

$last \leftarrow last + 1$;
$L(last) = t_j$;

end if

end for

$first \leftarrow first + 1$;

until $first = last$

Set errors of marked element to be zeros and update the heap

end while

End

As stated in Chapter 2, we seek the finite element solution as a linear combination of basis functions:

$$f_{f.e} = \sum_{i=1}^{N} c_i \phi_i$$  \hspace{1cm} (3.6)

Here the $c_i$ are approximated values of the exact solution at the places of dofs in the mesh. These $c_i$ are actually the values stored in the grid function array $GF$.

Of course, the identity 3.6 still holds if it is restricted on an element $t$. Also note that only basis functions associated with dofs of $t$ have supports in $t$. 
Therefore, we can write 3.6 as

\[ f_{f.e}|_t = \sum_{i=1}^{N_p} c_{n_i} \phi_{n_i}^{(p)}|_t, \]  

(3.7)

where \( p \) is the degree of \( t \). If \( t \) is \( p \)-refined then we would want to find coefficients \( \tilde{c}_{m_i} \) such that

\[ \sum_{i=1}^{N_p} c_{n_i} \phi_{n_i}^{(p)}|_t = \sum_{i=1}^{N_{p+1}} \tilde{c}_{m_i} \phi_{m_i}^{(p+1)}|_t \]  

(3.8)

(Note that, for the sake of simplicity, we assume \( t \) is a regular element before and after the \( p \)-refinement.) Clearly we can compute the values of \( \tilde{c}_{m_i} \) by evaluating the left hand side of equation 3.8 at the dof \( m_i \).

**Phase 4 - Updating Mesh Status:** In this phase, using the record of elements marked for refinement and the previous status of the mesh, the new degree and especially new transition status of every element are updated.

### 3.3.4 \( p \)-Adaptive Unrefinement

In a crude way, one could apply Algorithm 4 (of \( p \)-adaptive refinement) to marking elements to \( p \)-unrefined with only one change: constructing \( H \) as a min-heap of errors of elements instead of a max-heap of them. With this approach, elements with small errors are marked for \( p \)-refining first. However, comparing approximate quantities of small scale is not very reliable. To avoid this problem, we currently use the same max-heap as in \( p \)-refinement. The only difference is that the “\( p \)-refinement” is carried on a reduced mesh where degree of elements, except linear ones, are reduced by one. The elements which are not marked in the “\( p \)-refinement” are the ones marked for \( p \)-unrefinement.

The other phases of \( p \)-unrefinement are very much identical to those of \( p \)-refinement except for small changes in implementation to reduce degrees of elements instead of increasing them.
3.4 \textit{hp}-Adaptive Meshing

As \textit{h}-refinement and \textit{p}-refinement can be used independently, we can perform \textit{hp}-adaptive refinement by alternating the two versions of refinement in an arbitrary order. Alternating use of the \textit{h}-version and \textit{p}-version of refinement usually results in good meshes and shows exponential rate of convergence in many cases (as predicted in [39, 40]). However, the performance of the $H^1$ error estimate degenerates for problems with singularities or local rapid changes in the solution. This is mainly due to the fact that \textit{p}-refinement tends to use elements of high degree in critical regions (near singularities or associated with rapid changes of the solution) while using elements of smaller size (\textit{h}-refinement) usually yields better accuracy in these regions. In addition, alternating \textit{h}-refinement and \textit{p}-refinement is expensive since it requires solving the whole problem in between any two refinements. In this section, we discuss how to combine \textit{h}-refinement and \textit{p}-refinement to better capture the behavior of the solution and reduce the number of solves before desired accuracy is achieved.

The discussion of how to identify the regions of singularities or with rapid changes in the solution is presented in section 4.4 (\textit{hp}-refinement indicator). In this section, we assume that a Boolean-valued function $PTEST$, which decides whether an element should be \textit{p}-refined or \textit{h}-refined, is available. Similar to the adaptive strategies which have been discussed, local errors for each element are calculated. According to their local errors, elements are put in a max-heap. Then elements with large errors are selected to be refined first and refinement type is decided using the function $PTEST$.

In standard adaptive meshing, elements are marked for refined/unrefined before they are actually refined/unrefined altogether in the end and mesh information is updated. This is very efficient since mesh data need to be updated only once. Unfortunately, we cannot use the same procedure for automatic \textit{hp}-refinement since any type of refinement can happen anytime to any element. In automatic \textit{hp}-refinement, when an element is selected to be refined, its refinement and possibly other subsequent refinements need to be reflected in the mesh before another element can be selected from the heap for the next refinement. Detail of
the strategy for automatic $hp$-refinement is described in Algorithm 5.

Note that since there presently is no way to update error estimates of an element after its $p$-refinement, the elements who have been $p$-refined are not allowed to be refined any further.

**Algorithm 5 Automatic $hp$-Refinement**

**Phase 1: Marking**

*Calculate error estimates.*

*Build a max-heap $H$ of elements according to their error estimates.*

while $n df < ndftgrt$ do

\[ t \leftarrow H(1); \]

if $error(t) = 0$ then

*Stop*

end if

if $PTEST(t)$ then

$p$-refine $t$

*Lay out new dofs*

*Interpolate values for dofs associated with $t$*

*Update mesh status*

*Set error($t$) to be zero*

else

$h$-refine $t$

*Update mesh status*

*Estimate errors for new elements*

end if

*Update error heap $H$*

end while

End

Numerical results demonstrate that our automatic $hp$-refinement produces optimal meshes which deliver exponential rate of convergence in most cases (see the first three sections of Chapter 6 for examples).

In PLTMG, we also implement automatic $hp$-unrefinement with the same
strategy except that the max-heap of errors of elements is replaced by the min-heap of them. Numerical experiments using automatic $hp$-unrefinement have not been as successful as automatic $hp$-refinement. This is mainly due to the fact that we have to use unreliable information from comparing errors of small scale. More detail about this is discussed previously in subsection 3.3.4 ($p$-adaptive unrefinement).
Chapter 4

Derivative Recovery and Error Estimates

In adaptive FEMs, error estimates play a very important role. They provide FEMs with not only theoretical foundation but also practical techniques. There are two different types of error estimates: a priori error estimates and a posteriori error estimates. A priori error estimates are estimates that can be obtained from the hypotheses of the PDEs problem, even before solving the problem. Although these estimates are usually idealistic, they show potentials of FEMs and provide useful information of the accuracy we should expect when a PDE is solved by FEMs. A posteriori error estimates, on the other hand, are estimates based on information from the currently computed finite element solution. Global versions of these estimates can be used as a measurement for quality of approximate solution while local versions of them can be used to guide adaptive meshing. The main purpose of this chapter is to formulate a posteriori error estimate for finite elements using derivative recovery technique developed by Bank and Xu (see [27, 28]).

The rest of this chapter is organized as follows: Section 4.1 gives a brief overview of error estimates for $p$- and $hp$-version of FEMs. Potentials of $p$- and $hp$-version of FEMs shown in this section are also the motivations of the dissertation. In section 4.2, we introduce and discuss the derivative recovery technique, first for linear case and then the general case. The superconvergent results in this section is then used to formulate a posteriori error estimates in section 4.3. The last section,
4.4, is devoted to answering a very interesting question in \(hp\)-adaptive meshing; that is, how to use a posteriori error estimates to decide if it is better to refine a given element into several child element (\(h\)-refinement), or increasing its degree (\(p\)-refinement).

### 4.1 Overview of Error Estimates

According to Babuška, the study of \(p\)-version of FEMs was initiated at the School of Engineering and Applied Science of Washington University in St. Louis in 1970. However, the first publication on the \(p\)-version of the FEMs was in 1981 by Babuška, Szabo and Katz (see [11]). In the paper, the authors considered the following model problem

\[
-\Delta u + u = f \quad \text{in } \Omega_0, \quad \Gamma u = 0 \quad \text{on } \partial \Omega_0,
\]

where \(\Omega_0\) is a bounded polygonal domain, \(f \in H^0(\Omega_0)\), and \(\Gamma u = u\) or \(\Gamma u = \partial u / \partial n\).

The following is a priori estimate of the \(p\)-version of FEMs that demonstrates exponential rate of convergence in term of degree \(p\).

**Theorem 4.1.** Let \(u \in H^k(\Omega_0)\), where \(k > 1\), be the solution of the problem 4.1 and let \(u_p \in \mathcal{P}_p(T_h)\) be the finite element approximation. Here \(\mathcal{P}_p(T_h)\) is the space of \(C^0\) piecewise polynomials of degree up to \(p\) defined on the triangulation \(T_h\) of \(\Omega_0\). Then

\[
\|u - u_p\|_{1,\Omega_0} \leq C(k, \epsilon)p^{-(k-1)+\epsilon}\|u\|_{k,\Omega_0},
\]

for any \(\epsilon > 0\). If the Neumann boundary conditions are under consideration, namely \(\Gamma = \partial u / \partial n\), \(\epsilon\) can be taken to be zero.

Assume that \(N\) is the number of degrees of freedom, in other words, \(\mathcal{P}_p(T_h)\) is of dimension \(N\). Since we are considering the \(p\)-version of FEMs, the number of elements in the triangulation \(T_h\) is fixed. Therefore, \(N\) can be assumed to be proportional to \(p^2\): \(N \approx p^2\), and Estimate 4.2 can be rewritten as

\[
\|u - u_p\|_{1,\Omega_0} \leq C(k, \epsilon)N^{-(k-1)/2+\epsilon}\|u\|_{k,\Omega_0}.
\]

(4.3)
While with traditional finite element methods on a quasi-uniform mesh, we have
\[
\|u - u_h\|_{1,\Omega_0} \leq Ch^\min\{k-1,p\}\|u\|_{k,\Omega_0}.
\] (4.4)

In this case, the number of degrees of freedom can be approximated as \(N \approx h^{-2}\) (note that our PDE problem is posed in \(\mathbb{R}^2\)). Hence, Equation 4.4 can be rewritten in the following form:
\[
\|u - u_h\|_{1,\Omega_0} \leq CN^{-\min\{k-1,p\}/2}\|u\|_{k,\Omega_0}.
\] (4.5)

Since 4.5 is known to be optimal (up to an arbitrarily small \(\epsilon > 0\); see [6]), the rate of convergence of the \(p\)-version is comparable with that of the \(h\)-version. In addition, the convergence rate of the \(h\)-version is restricted by \(p\) the upper bound of the degree of the elements in the triangulation, while there is no such restriction for the \(p\)-version.

In addition, numerical results in [11] show that for problems with smooth solutions, the \(p\)-version has at least the same rate of convergence as the \(h\)-version. For problems with corner singularities, the rate of convergence of the \(p\)-version is twice that of the \(h\)-version.

**Remark 4.2.** In 1987, Babuška and Suri showed that the term \(\epsilon\) in 4.2 and 4.3 appears only owing to technicalities in the original proof, and can be removed (see [10]).

Not long after the first paper on the \(p\)-version appeared, in the same year 1981, Babuška and Dorr proved the estimates which show the simultaneous dependence of the order of approximation on both the element degrees and the size of the mesh (see [2]). This result showed the potential of combining the two versions of FEMs to have the so-called \(hp\)-FEMs.

Let \(T = \{\tau_i\}_{i=1}^N\) be a triangulation of the domain \(\Omega\), where \(\tau_i\) denote triangles of \(T\). For \(p = (p_1, p_2, \ldots, p_N)\) of positive integers, and let \(P(T, p)\) be the maximal set of functions in \(H_0^1\) such that \(P(T, p)|_{\tau_i} \subseteq P_{p_i}(\tau_i)\) for \(1 \leq i \leq N\). The vector \(p\) is called the degree of \(P(T, p)\). There is another vector \(\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n)\) called order of \(P(T, p)\), such that for each \(i, 1 \leq i \leq N,\)
\[
\sigma_i = \max\{p : P(T, p)|_{\tau_i} \supseteq P_{p_i}(\tau_i) \cap H_0^1(\Omega)\}
\]
Now for any \( u \in H^1_0(\Omega) \) let
\[
Z(\mathcal{T}, \mathbf{p}, u) = \inf_{v \in \mathcal{P}(\mathcal{T}, \mathbf{p})} \|u - v\|_{H^1(\Omega)}.
\]
The following is the main result of [2].

**Theorem 4.3.** Let \( \mathbf{p} = (p_1, p_2, \ldots, p_n) \), \( \mathbf{\sigma} = (\sigma_1, \sigma_2, \ldots, \sigma_n) \), and \( \mathbf{m} = (m_1, m_2, \ldots, m_n) \), where \( p_i > 2 \), \( 2 \leq m_i \leq m \) for \( 1 \leq i \leq N \). Also let \( u \in H^1_0(\Omega) \) and \( u|_{\tau_i} \in H^{m_i}(\tau_i) \) for \( i = 1, \ldots, N \). Then
\[
Z^2(\mathcal{T}, \mathbf{p}, u) \leq C(m) \sum_{i=1}^{N} h_i^{2[\min(\sigma_i - 1, m_i - 2) - 1] - 2(m_i - 2)} \|u\|_{H^{m_i}(\tau_i)}^2.
\]

In particular, when \( p_i = p \) for all \( i \), Babuška and Dorr proved the following result.

**Theorem 4.4.** Let \( u \in H^1_0(\Omega) \cap H^m(\Omega) \), \( m > 1 \). Then given any \( \epsilon \), \( 0 < \epsilon < \min(1, m - 1) \),
\[
Z(\mathcal{T}, \mathbf{p}, u) \leq C(m, \epsilon) h^{\min(p, m - 1) - \epsilon} p^{-(m - 1) + \epsilon} \|u\|_{H^m(\Omega)}.
\]
where \( h \) is the size of the mesh and \( C \) is independent of \( p, T, \) and \( u \).

Even though results in Theorem 4.3 and Theorem 4.4 are stated for approximation errors \( Z(\mathcal{T}, \mathbf{p}, u) \), the approximation errors could be converted into finite element error using Céa’s Lemma. However, even in the form using finite element error, the result stated in Theorem 4.3 is still difficult to verify by numerical experiments. Therefore, there was a desire for estimates similar to that in 4.3 for the \( hp \)-version. Such estimates were not available until 1986 when Guo and Babuška published [39, 40]. These papers show that if \( u \in B^2_\beta(\Omega) \) then the \( hp \)-version leads to the exponential rate of convergence
\[
\|e\|_{H^1(\Omega)} \leq C \exp(-bN^{1/3}). \quad (4.6)
\]
where \( e \) is the finite element error, \( N \) is the number of degree of freedom, \( C \) and \( b \) are independent of \( N \), but dependent on the mesh and the solution.\(^1\)

\(^1\)\( B^2_\beta(\Omega) \) is a normed space defined using weighted Sobolev spaces and distance functions (a Besov space). Under normal condition, solutions of elliptic problems have been shown to belong to \( B^2_\beta(\Omega) \).
This result still holds with the presence of singularities as long as these singularities belong to the elements boundary of $\Omega$. In particular, if the singularities are located outside of the domain then better rate of convergence can be achieved:

$$\|e\|_{H^1(\Omega)} \leq C \exp(-bN^{1/2}).$$  \hspace{1cm} (4.7)

Numerical results show that 4.6 and 4.7 hold, however, only when the geometry of the mesh and degrees of elements are properly chosen. This drawback poses a very interesting question; that is, how to construct such meshes (using $h$-adaptive refinements and $p$-adaptive refinements) to achieve the optimal exponential rate of convergence. We address this issue later in section 4.4.

So far, we have been considered only a priori error estimates. These estimates can give asymptotic rates of convergence as the mesh size $h$ tends to zero or the degrees of the elements in the mesh are sufficiently large. However, these estimates often cannot provide much practical information about the actual errors encountered on a given mesh with size $h$ and degree distribution $p$. A posteriori error estimates, on the other hand, can provide the user of finite element package with such information, enhancing the robustness of FEM package, and the reliability of approximations they produce. In addition, a posteriori error estimates are successfully used as guidance for adaptive meshing.

Ideally, one would like to construct error estimates such that the following conditions hold:

1. the error estimators are computable purely based on given data and an existing approximated (finite element) solution of the problem,

2. the global estimates behave like the global error in a suitable norm, namely there exists constants $C_1$ and $C_2$ such that

$$C_1 \epsilon \leq \|e\| \leq C_2 \epsilon,$$

(4.8)

where $\epsilon$ is the global error estimator and $e$ is the actual global approximation error. Bounds like the ones in 4.8 are essential in an effective adaptive process. The upper bound provides reliability while the lower one provides efficiency. Together they
ensure that the actual error and the error estimator decrease (or increase) at the same order of the approximation error. In particular, such bounds ensure that if some adaptive procedure is implemented which can be shown to decrease $\epsilon$ then $\|e\|$ also decrease as the same rate as $\epsilon$. Also when bounds such as 4.8 are available, one could use $\epsilon$ to decide whether the current solution is sufficiently accurate.

Unfortunately, bounds such as 4.8, in general, are not available with constant $C_1$, $C_2$ independent of the mesh parameter $h$ and $p$. However, it is possible to establish such bounds asymptotically, for example for sufficient small $h$ and large $p$.

In the following, we list some typical techniques for a posteriori estimation:

(1) *Element residual methods*: were proposed independently by Bank and Weiser [26] and Oden at al. [47]. In this type of method, the residual is used as a mean to measure how much the approximate solution fails to satisfy the governing differential equation and the boundary conditions. Residual of a numerical solution is computed over each element and used as data in special (element-wise) Neumann problem for local error estimator.

(2) *Subdomain residual methods*: is similar to element residual method. The differences are the local Dirichlet problem for error in a given element is formulated over a patch of surrounding elements and local error estimates are computed based on the local residual and the jump in normal derivative of computed solution at inter-element boundaries. These methods were first introduced by Babuška and Rheinboldt in [7].

(3) *Duality methods*: can be used for self-adjoint elliptic problems. These methods exploit the notions of duality theory in convex optimization, in which a primal and a dual problem for element error are solved that provide upper bound and lower bound of local error elementwise.

(4) *Interpolation methods*: used the interpolation theory of finite element in Sobolev norms to produce rapid (and sometime crude) estimates of the local error for individual elements.

(5) *Dual weighted residual methods*: were introduced by Rannacher in [49]. In this type of method, the adjoint problem is formed and solved together with
the original differential problem. Then, the quantitative information about the
global dependence of the error quantity on the local residual associated with each
element is obtained from the solution of the adjoint problem.

These approaches were first introduced for classical finite element methods
(the $h$-version), then extended for $hp$-version (see [46] and [42]). Even though
they all demonstrate certain successes in providing an efficient a posteriori error
estimates, they also have their own limitations. For example, element residual
methods and subdomain-residual methods require special implementation for each
problem class; duality methods and dual weighted residual methods require one
to solve another differential equation; and interpolation methods might not work
well for meshes with high degree elements. In addition, in order to guarantee the
accuracy of error estimator, the primal problem in duality methods is required
to be solved with higher order of convergence than the primal problem (higher $p$
for the $h$-version, smaller $h$ for the $p$-version, or combination of both for the $hp$-
version). Besides, dual weighted residual methods can be used for “goal-oriented
error estimate”; however, they require the user to have certain knowledge on setting
up the appropriated dual problem and implement it in the code.

In this dissertation, we extend the work of Bank and Xu [27, 28] to use
derivative recovery technique to construct a posteriori error estimate especially for
the $hp$-version of FEMs. This approach can be considered as a post-processing
method where information from currently computed solution after some post-
processing procedures is used to construct error estimates. Before studying in
detail this error estimator, we discuss the essential ingredient of our error estima-
tors: derivative recovery technique.

### 4.2 Derivative Recovery

We consider problem having the following weak form: find $u \in H^1(\Omega)$ such
that

$$B(u, v) = \int_{\Omega} (D\nabla u + bu) \cdot \nabla v + cuvdx = f(v)$$

4.9
for all \( v \in H^1(\Omega) \). Here \( D \) is a \( 2 \times 2 \) symmetric, positive definite matrix function, \( b \) is a vector function, \( c \) is a scalar function, and \( f(\cdot) \) is a linear functional. We assume that all the coefficients functions are smooth. Besides, note that since \( H^1(\Omega) \) is chosen as trial space, the Neumann boundary condition is implicitly embedded.

In order to guarantee the uniqueness of the solution of Equation 4.9, we impose the continuity condition on the bilinear form \( B(\cdot, \cdot) \):

\[
\|B(u, v)\| \leq \nu \|u\|_{1,\Omega} \|v\|_{1,\Omega} \tag{4.10}
\]

for all \( u, v \in H^1(\Omega) \). We also assume the inf-sup conditions

\[
\inf_{v \in H^1} \sup_{u \in H^1} \frac{B(u, v)}{\|u\|_{1,\Omega} \|v\|_{1,\Omega}} = \sup_{u \in H^1} \inf_{v \in H^1} \frac{B(u, v)}{\|u\|_{1,\Omega} \|v\|_{1,\Omega}} \geq \mu > 0 \tag{4.11}
\]

Let \( \mathcal{T}_h \) be a geometrically admissible triangulation of \( \Omega \) that has good shape regularity quality and is of size \( h \). Denote \( V_h^{(p)} \) the space of continuous piecewise polynomials of degree up to \( p \) associated with \( \mathcal{T}_h \).

### 4.2.1 Gradient Recovery

In this subsection, we limit the discussion in the case of classical finite element methods where all elements are linear. And we would like to approximate the gradients of the exact solution using the information from the currently computed finite element solution.

In this case, we use the space of continuous piecewise linear polynomials associated with \( \mathcal{T}_h \), \( V_h^{(1)} \subset H^1(\Omega) \) as the finite element space and consider the approximate problem: find \( u_h \in V_h^{(1)} \) such that

\[
B(u_h, v_h) = f(v_h) \tag{4.12}
\]

for all \( v_h \in V_h^{(1)} \).

To guarantee Equation 4.12 has unique solution, we assume that the inf-sup condition also holds for the subspace \( V_h^{(1)} \):

\[
\inf_{v \in V_h^{(1)}} \sup_{u \in V_h^{(1)}} \frac{B(u, v)}{\|u\|_{1,\Omega} \|v\|_{1,\Omega}} = \sup_{u \in V_h^{(1)}} \inf_{v \in V_h^{(1)}} \frac{B(u, v)}{\|u\|_{1,\Omega} \|v\|_{1,\Omega}} \geq \mu > 0. \tag{4.13}
\]
For a given function $u \in L^2(\Omega)$, we define its $L^2$ projection $Q_h u \in V_h^{(1)}$ as the solution of the following variational problem

$$(Q_h u, v_h) = (u, v_h), \quad \forall v_h \in V_h^{(1)}.$$  \hspace{1cm} (4.14)

Here $(\cdot, \cdot)$ denotes the inner product on $L^2(\Omega)$.

Now assume that $e$ is an interior edge in $\mathcal{T}_h$, and let $\tau$ and $\tau'$ be the two elements sharing edge $e$. We say $\tau$ and $\tau'$ form an $O(h^2)$ approximate parallelogram if the length of any two opposite edges of them only differ by $O(h^2)$. Now let $x$ be a vertex on $\partial\Omega$, and let $e$ and $e'$ be the two boundary edges sharing $x$ as an end point. Let $\tau$ and $\tau'$ be the two element having $e$ and $e'$, respectively, as edges, and let $\mathbf{t}$ and $\mathbf{t}'$ be the unit tangents of $e$ and $e'$. Take $e$ and $e'$ as one pair of corresponding edges, and make a clockwise traversal of edges of $\tau$ and $\tau'$ to define two additional corresponding pairs. Here we say that $\tau$ and $\tau'$ form an $O(h^2)$ parallelogram if $|\mathbf{t}-\mathbf{t}'| = O(h^2)$, and that the lengths of two corresponding edges differ only by $O(h^2)$.

**Definition 4.5.** The triangulation $\mathcal{T}_h$ is $O(h^{2\sigma})$ irregular if:

1. The set $\mathcal{E}$ of interior edges in $\mathcal{T}_h$ can be decomposed as $\mathcal{E} = \mathcal{E}_1 + \mathcal{E}_2$ so that for each $e \in \mathcal{E}_1$, $\tau$ and $\tau'$ form an $O(h^2)$ approximate parallelogram, while $\sum_{e \in \mathcal{E}_2} (|\tau| + |\tau'|) = O(h^{2\sigma})$.

2. The set $\mathcal{P}$ of boundary vertices can be decomposed as $\mathcal{P} = \mathcal{P}_1 \oplus \mathcal{P}_2$ so that each pair of elements associated with $x \in \mathcal{P}_1$ forms an $O(h^2)$ approximate parallelogram and $|\mathcal{P}_2| = \kappa$, where $\kappa$ is fixed and independent of $h$.

The set of boundary point $P$ and the decomposition $\mathcal{P} = \mathcal{P}_1 \oplus \mathcal{P}_2$ are used only in the case of Neumann boundary conditions. Generally speaking, we expect $\mathcal{P}_2$ to consist of the geometric corners of $\Omega$ and perhaps a few other isolated points.

Now for each element $\tau$, we define a constant matrix $\mathcal{D}_\tau$ as the “average” of the diffusion matrix. More precisely

$$\mathcal{D}_{\tau ij} = \frac{1}{|\tau|} \int_{\tau} D_{ij} \, dx.$$ \hspace{1cm} (4.15)

Since $\mathcal{D}$ is positive definite, so is $\mathcal{D}_\tau$.

The following results are proved in [27].
Theorem 4.6. Assume that the triangulation \(T_h\) is \(O(h^2)\) irregular and \(D_\tau\) defined above satisfies

\[
|D_{\tau ij}| \lesssim 1,
\]
\[
|D_{\tau ij} - D_{\tau' ij}| \lesssim h,
\]
for \(i = 1, 2, j = 1, 2\) and \(\tau\) and \(\tau'\) is a pair of triangles sharing a common edge. Assume the solution of 4.9 satisfies \(u \in W^{3,\infty}(\Omega)\). Let \(u_I\) be the linear interpolant of \(u\) associated with \(T_h\) and \(u_h\) be the solution of 4.12. Then

\[
\|\nabla u_h - \nabla u_I\|_{0,\Omega} \lesssim h^{1+\min(1,\sigma)}|\log h|^{1/2}\|u\|_{3,\infty,\Omega}
\]
(4.16)

\[
\|\nabla u - Q_h \nabla u_I\|_{0,\Omega} \lesssim h^{1+\min(1,\sigma)}|\log h|^{1/2}\|u\|_{3,\infty,\Omega}
\]
(4.17)

\[
\|\nabla u - Q_h \nabla u_h\|_{0,\Omega} \lesssim h^{1+\min(1,\sigma)}|\log h|^{1/2}\|u\|_{3,\infty,\Omega}
\]
(4.18)

The estimate 4.16 is well-known for the special case \(\sigma = \infty\), namely all pairs of adjacent triangles in \(T_h\) satisfy \(O(h^2)\) approximate parallelogram property. It is also known for cases where the \(O(h^2)\) approximate parallelogram property is satisfied except for triangles along a few lines or except for triangles along the boundary of the domain. Obviously these results are special cases for the results in Theorem 4.6.

In addition, the estimates in Theorem 4.6 are actually superconvergence results since \(h^{1+\min(1,\sigma)}|\log h|^{1/2}\) can be thought of as \(h^{1+\min(1,\sigma)-\epsilon}\) for any \(\epsilon > 0\) arbitrarily small. However, the superconvergence will disappear if \(\sigma\) becomes very close to zero. Intuitively, this is mainly due to high frequency error introduced by the nonuniformities of the mesh. Here \(\sigma\) can be considered a measurement for the portion of unstructured triangles and when \(\sigma\) is close to zero the mesh is unstructured almost everywhere. In [28], Bank and Xu propose to use a multigrid-like operator to smoothen the high frequency terms. In the next step, we define this smoothing operator.

Let \(a(\cdot, \cdot)\) be a linear form defined as follows:

\[
a(u, v) = (\nabla u, \nabla v) + (u, v),
\]
where \((\cdot, \cdot)\) is, as introduced before, the \(L^2\) inner product.

\(^2\text{Note that the bilinear form } a(\cdot, \cdot) \text{ defined here is unrelated to the PDE problem we are solving.}\)
notation theorem, \(a(\cdot, \cdot)\) induces a bounded linear discrete operator \(A_h : \mathcal{V}_h^{(1)} \rightarrow \mathcal{V}_h^{(1)}\) uniquely defined by:

\[
(A_h u_h, v_h) = a(u_h, v_h), \quad \forall u_h, v_h \in \mathcal{V}_h^{(1)}
\]  (4.19)

Since \(a(\cdot, \cdot)\) is symmetric, \(A_h\) is also symmetric. We further notice that \(A_h\) is positive on \(\mathcal{V}_h^{(1)}\) and the spectral radius of \(A_h\):

\[
\lambda \equiv \rho(A_h) \simeq h^{-2}
\]

Using \(A_h\) and \(\lambda\), we introduce the smoothing operator \(S\) as follows:

\[
S_h = I - \lambda^{-1} A_h,
\]

where \(I\) is the identity operator.

We quote the results below from [28] without a proof.

**Lemma 4.7.** For any \(z \in \mathcal{V}_h^{(1)}\), \(m \in \mathbb{Z}\),

\[
\|(I - S_h^m)z\|_{0,\Omega} \lesssim mh \left(\|z - \partial_i u\|_{1,\Omega} + h\|u\|_{3,\Omega} + h^{1/2}\|u\|_{2,\infty,\partial\Omega}\right)
\]

**Lemma 4.8.** Let \(w \in H^1(\Omega)\) and assume \(1/2 < \alpha \leq 1\). Then

\[
\|S_h^m Q_h \partial_i w\|_{0,\Omega} \lesssim \epsilon_m (h^{-1}\|w\|_{0,\Omega} + \|w\|_{1,\Omega} + h^{-\alpha}\|w\|_{2,\infty,\partial\Omega})
\]

where \(\epsilon_m = (1 - \kappa^{-1})^m\) with \(\kappa = (Ch^2)\lambda\), for some constant \(C\), and \(m \in \mathbb{Z}\) satisfying \(m < (\kappa - 1)\alpha/2\).

**Theorem 4.9.** Let \(u \in H^3(\Omega) \cap W^{2,\infty}(\Omega)\). Then for any \(v_h \in \mathcal{V}_h^{(1)}\), and \(1/2 < \alpha \leq 1\), we have

\[
\|\nabla u - S_h^m Q_h \nabla v_h\|_{0,\Omega} \lesssim mh^{3/2} \left(h^{1/2}\|u\|_{3,\Omega} + \|u\|_{2,\infty,\partial\Omega}\right)
\]

\[
+ \epsilon_m \left(h^{-1}\|u - v_h\|_{0,\Omega} + \|u - v_h\|_{1,\Omega} + h^{-\alpha}\|u - v_h\|_{0,\infty,\partial\Omega}\right)
\]

where \(m, \epsilon_m\) defined as in Lemma 4.8.

The following theorem is the main result of [28]
**Theorem 4.10.** Assume $u \in H^3(\Omega) \cap W^{2,\infty}(\Omega)$ and let $u_h$ be the finite element solution. Then

$$\|\nabla u - S_h^m Q_h \nabla u_h\|_{0, \Omega} \lesssim h (m h^{1/2} + \epsilon_m) (\|u\|_{3, \Omega} + |u|_{2, \infty, \Omega}).$$

where $m, \epsilon_m$ defined as in Lemma 4.8 and $1/2 < \alpha < 1$.

**Proof.** For $u_h$ being the finite element solution, we assume the standard estimates

$$\|u - u_h\|_{k, \Omega} \lesssim h^{2-k} |u|_{2, \Omega}, \ k = 0, 1, \quad (4.20a)$$

$$\|u - u_h\|_{0, \infty, \partial \Omega} \lesssim h^2 \log h |u|_{2, \infty, \Omega}. \quad (4.20b)$$

Thus for $1/2 < \alpha < 1$

$$h^{-\alpha} \|u - u_h\|_{0, \infty, \partial \Omega} \leq h^{-\alpha} \|u - u_h\|_{0, \infty, \Omega} \lesssim h^{1-\alpha} \log h |u|_{2, \infty, \Omega} \lesssim h |u|_{2, \infty, \Omega}. \quad (4.21)$$

Theorem 4.10 now follows directly from estimates 4.20, 4.21 and Theorem 4.9. \qed

Now we state a stronger version of Theorem 4.10 which combines the current result and the earlier result in Theorem 4.6.

**Theorem 4.11.** Assume $u \in W^{3, \infty}(\Omega)$ and the hypotheses of Theorem 4.6. Then for $m, \epsilon_m$ defined as in Lemma 4.8 and $1/2 < \alpha < 1$, we have

$$\|\nabla u - S_h^m Q_h \nabla u_I\|_{0, \Omega} \lesssim h \left( \min (h^{\min(1,\alpha)} \log h^{1/2}, \epsilon_m) + m h^{1/2} \right) \|u\|_{3, \infty, \Omega},$$

$$\|\nabla u - S_h^m Q_h \nabla u_h\|_{0, \Omega} \lesssim h \left( \min (h^{\min(1,\alpha)} \log h^{1/2}, \epsilon_m) + m h^{1/2} \right) \|u\|_{3, \infty, \Omega}.$$

Here $u_h$ is the finite element solution and $u_I$ is the Lagrange linear interpolant associated with the triangulation $T_h$.

**Proof.** We only give a proof for the estimate with $u_h$ as similar arguments also hold for the estimate with $u_I$.

By triangle inequality,

$$\|\partial_i u - S_h^m Q_h \partial_i u_h\|_{0, \Omega} \leq \|(I - Q_h) \partial_i u\|_{0, \Omega} + \|(I - S_h^m) Q_h \partial_i u\|_{0, \Omega} + \|S_h^m Q_h \partial_i (u - u_h)\|_{0, \Omega}$$

The first term can be bounded by a standard estimation in approximation theory

$$\|(I - Q_h) \partial_i u\|_{k, \Omega} \lesssim h^{2-k} \|u\|_{3, \Omega}, \ k = 0, 1. \quad (4.22)$$
The second term is estimated by applying Lemma 4.7 for $z = Q_h \partial_i u$
\[
\|(I - S^m_h)Q_h \partial_i u\|_{0, \Omega} \lesssim mh \left(\|(I - Q_h)\partial_i u\|_{1, \Omega} + h\|u\|_{3, \Omega} + h^{1/2}|u|_{2, \infty, \partial \Omega}\right) \quad (4.23)
\]
Note that the first term of 4.23 can also be bounded using the standard approximation estimate mentioned above.

As for the third term, we can bound it in two different ways. First, we apply Lemma 4.8 for $w = u - u_h$
\[
\|S^m_h Q_h \partial_i (u - u_h)\|_{0, \Omega} \lesssim \epsilon_m (h^{-1}\|u - u_h\|_{0, \Omega} + \|u - u_h\|_{1, \Omega} + h^{-\alpha}|u - u_h|_{2, \infty, \partial \Omega}). \quad (4.24)
\]
By arguments similar to those in the proof of Theorem 4.10, 4.24 becomes
\[
\|S^m_h Q_h \partial_i (u - u_h)\|_{0, \Omega} \lesssim \epsilon_m h(|u|_{2, \Omega} + |u|_{2, \infty, \Omega}), \quad (4.25)
\]
Second, by triangle inequality
\[
\|S^m_h Q_h \partial_i (u - u_h)\|_{0, \Omega} \lesssim \|Q_h \partial_i (u - u_h)\|_{0, \Omega}
\]
\[
\lesssim \|\partial u_i - Q_h \partial_i u_h\|_{0, \Omega} + \|(I - Q_h)\partial_i u\|_{0, \Omega}
\]
\[
\lesssim C h^{1+\min(1, \sigma)} |\log h|^{1/2} \|u\|_{3, \infty, \Omega} + h^2 \|u\|_{3, \Omega} \quad (4.26)
\]
Combining 4.22, 4.24, 4.26 and noting that all the norms in the right hand sides of these estimates can be bounded by $\|\cdot\|_{3, \infty, \Omega}$, we have
\[
\|
\nabla u - S^m_h Q_h \nabla u_h\|_{0, \Omega} \lesssim h \left(\min \left(h^{\min(1, \sigma)} |\log h|^{1/2}, \epsilon_m\right) + mh^{1/2}\right) \|u\|_{3, \infty, \Omega}
\]

We have shown in Theorem 4.10 that $\nabla u$ can approximately be recovered by $S^m_h Q_h \nabla u_h$. Note $\nabla u_h$ is a piecewise constant functions associated with $T_h$ since $u_h$ is a continuous piecewise linear function (in the current case). In particular, $\nabla u_h$ is likely to be discontinuous along the boundaries of the elements in $T_h$. Denote $R$ the operator defined by
\[
R(z) = S^m_h Q_h z
\]
for any (discontinuous) piecewise constant function $z$ associated with the triangulation $T_h$. We call $R$ the recovery operator.

The operator $R$ can be used to recover not only the first derivatives but also second derivatives of $u$. Details are in the theorem below.
Theorem 4.12. Assume the hypotheses of Theorem 4.10. We have
\[ \| \partial_i (\partial_k u - R(\partial_k u_h)) \|_{0, \Omega} \lesssim \left( \min \left( h^{\min(1, \sigma)} |\log h|^{1/2}, \epsilon_m \right) + m h^{1/2} \right) \| u \|_{3, \infty, \Omega} \]
where \( m, \epsilon_m \) defined as in Lemma 4.8 and \( 1/2 < \alpha < 1 \).

4.2.2 Derivative Recovery

In this subsection, we would like to extend the work in the previous section so that we could recovery the \((p + 1)\)th derivatives of the exact solution when elements are of degree \( p \) arbitrary.

In [29], Bank et al. show that the framework used in subsection 4.2.1 can be generalized for meshes with elements of arbitrary degree without significant changes. We quote the following result from [29] without a proof.

**Theorem 4.13.** Let \( u \in H^{p+2}(\Omega) \cap W^{p+1, \infty}(\Omega) \) and \( u_h \in V_h^{(p)} \) be an approximation of \( u \) satisfying
\[ \| u - u_h \|_{p, \Omega} \lesssim h^2 |u|_{p+1, \Omega}, \] (4.27a)
\[ \| u - u_h \|_{p-1, \infty, \Omega} \lesssim h^2 |\log h| |u|_{p+1, \infty, \Omega}. \] (4.27b)

where \( \| \cdot \|_{p, \Omega} \) is the discrete norm defined by \( \| \cdot \|_{p, \Omega} = \sum_{\tau \in T_h} \| \cdot \|_{\cdot, \tau} \). Then
\[ \| \partial^p u - R(\partial^p u_h) \|_{0, \Omega} \lesssim h \left( m h^{1/2} + \epsilon_m \right) \left( \| u \|_{p+2, \Omega} + |u|_{p+1, \infty, \Omega} \right), \]
where \( m, \epsilon_m \) defined as in Lemma 4.8 and \( 1/2 < \alpha < 1 \).

**Remark 4.14.** Note that the estimates in 4.27 are standard for \( u_h \in V_h^{(p)} \) being the finite element solution.

Using the result from Theorem 4.13, we can derive approximations for the \((p + 1)\)th derivatives of \( u \).

**Theorem 4.15.** Assume the hypotheses of Theorem 4.13. Then
\[ \| \partial (\partial^p u - R(\partial^p u_h)) \|_{0, \Omega} \lesssim \left( m h^{1/2} + \epsilon_m \right) \left( \| u \|_{p+2, \Omega} + |u|_{p+1, \infty, \Omega} \right), \]
where \( m, \epsilon_m \) defined as in Lemma 4.8 and \( 1/2 < \alpha < 1 \).
Proof. Let $I_h$ be the linear approximation operator associated with the triangulation $\mathcal{T}_h$. Put $z = I_h \partial^p u \in \mathcal{V}^{(1)}_h(t)$, then

$$\|\partial(\partial^p u - R(\partial^p u_h))\|_{0,\Omega} \leq \|\partial(\partial^p u - z)\|_{0,\Omega} + \|\partial(z - R(\partial^p u_h))\|_{0,\Omega}$$

$$\lesssim h|u|_{p+2,\Omega} + h^{-1}\|z - R(\partial^p u_h)\|_{0,\Omega}$$

$$\lesssim h|u|_{p+2,\Omega} + h^{-1}(\|z - \partial^p u\|_{0,\Omega} + \|\partial^p u - R(\partial^p u_h)\|_{0,\Omega})$$

$$\lesssim (mh^{1/2} + \epsilon_m)(\|u\|_{p+2,\Omega} + |u|_{p+1,\infty,\Omega})$$

\[\square\]

4.3 A Posteriori Error Estimates

The main purpose of this section is to formulate a posteriori estimates for the $H^1$ errors of the finite element solution. More precisely, we seek a good approximation for $\|u - u_h\|_{1,\Omega}$ that can be computed cheaply using the information of the current approximate solution\(^3\). Ideally, we would like to have two different kinds of estimates: global and local ones. Global estimates give us information on how well the current computed solution approximates the exact solution in general. This kind of estimates can be used to decide whether the current approximate solution is accurate enough. On the other hand, local estimates are estimates calculated locally for each element. They can be used as error indicators to guide adaptive mesh refinement to create an efficient refined mesh.

4.3.1 Linear Case

The obvious choice for a global a posteriori error estimate is to approximate $\|\nabla(u - u_h)\|_{0,\Omega}$ by $\|(I - R)\nabla u_h\|_{0,\Omega}$. The following theorem confirms $\|(I - R)\nabla u_h\|_{0,\Omega}$ is indeed a good approximation.

\(^3\)It is well-known that the $H^1$ norm is comparable with the energy norm.
Theorem 4.16. Assume the hypothesis of Theorem 4.11, we have

$$\|\nabla(u-u_h)\|_{0,\Omega} \lesssim \|(I-R)\nabla u_h\|_{0,\Omega} + Ch \left( \min \left( h^{\min(1,\sigma)} |\log h|^{1/2}, \epsilon_m \right) + mh^{1/2} \right) \|u\|_{3,\infty,\Omega}$$ (4.28)

$$\|(I-R)\nabla u_h\|_{0,\Omega} \lesssim \|\nabla(u-u_h)\|_{0,\Omega} + Ch \left( \min \left( h^{\min(1,\sigma)} |\log h|^{1/2}, \epsilon_m \right) + mh^{1/2} \right) \|u\|_{3,\infty,\Omega}$$ (4.29)

where \( m, \epsilon_m \) defined as in Lemma 4.8 and \( 1/2 < \alpha < 1 \). Furthermore, if there exists a positive constant \( c_0(u) \) independent of \( h \) such that

$$\|\nabla(u-u_h)\|_{0,\Omega} \geq c_0(u)h$$ (4.30)

then

$$\left| \frac{\|(I-R)\nabla u_h\|_{0,\Omega}}{\|\nabla(u-u_h)\|_{0,\Omega}} - 1 \right| \leq \left( \min \left( h^{\min(1,\sigma)} |\log h|^{1/2}, \epsilon_m \right) + mh^{1/2} \right)$$ (4.31)

Proof. By triangle inequality,

$$\|\nabla(u-u_h)\|_{0,\Omega} \leq \|(I-R)\nabla u_h\|_{0,\Omega} + \|\nabla u - R(\nabla u_h)\|_{0,\Omega}$$

$$\|(I-R)\nabla u_h\|_{0,\Omega} \leq \|\nabla(u-u_h)\|_{0,\Omega} + \|\nabla u - R(\nabla u_h)\|_{0,\Omega}.$$ 

Combining these estimates with Theorem 4.11, we obtain (4.28) and (4.29).

Now the estimate (4.31) follows after (4.28), (4.29) and (4.30). \( \square \)

From (4.28) and (4.29), it follows that \( \|(I-R)\nabla u_h\|_{0,\Omega} \) is more than first order approximation of \( \|\nabla(u-u_h)\|_{0,\Omega} \). In particular, given a superconvergent approximation to \( \nabla u \), one can expect the effectivity ratio \( \|(I-R)\nabla u_h\|_{0,\Omega}/\|\nabla(u-u_h)\|_{0,\Omega} \) to be close to unity.

For local error indicator, an obvious choice would be using \( \|(I-R)\nabla u_h\|_{0,\tau} \) for local error on given element \( \tau \). However, since \( R = S_h^mQ_h \) is a global operator (both the \( L^2 \) projection operator \( Q_h \) and smoothing operator \( S_h \) are based on global calculation) we prefer another approach.

The following is the motivation for a more practical approach.

Let \( u_L \) be the Lagrange linear interpolant and \( u_q \) be the quadratic hierarchical extension.\(^4\) Assume that the triangulation \( T_h \) is \( O(h^{2\sigma}) \), and other hypotheses

\(^4\) Note that for quadratic case, the hierarchical extension is the same as the interpolant.
as in Theorem 4.6. Using the standard estimates in approximation theory and results of Theorem 4.6 we have

\[
\|\nabla (u - u_h)\|_{0, \Omega} \leq \|\nabla (u - u_q)\|_{0, \Omega} + \|\nabla (u_q - u_I)\|_{0, \Omega} + \|\nabla (u_I - u_h)\|_{0, \Omega} \\
\lesssim h^2 |u|_{3, \Omega} + \|\nabla (u_q - u_I)\|_{0, \Omega} + h^{1+\min(1, \sigma)} |\log h|^{1/2} \|u\|_{3, \infty, \Omega} \\
\lesssim \|\nabla (u_q - u_I)\|_{0, \Omega} + C(u) h^{1+\min(1, \sigma)} |\log h|^{1/2} 
\]

So \(\|\nabla (u_q - u_I)\|_{0, \Omega}\) is at least a first order approximation of \(\|\nabla (u - u_h)\|_{0, \Omega}\). In particular, when the mesh is structured (\(\sigma \gg 0\)), we have superconvergent phenomena and \(\|\nabla (u_q - u_I)\|_{0, \Omega}\) is an asymptotically exact approximation of \(\|\nabla (u - u_h)\|_{0, \Omega}\). In addition, both functions \(u_q\) and \(u_I\) can be locally defined on each element. Therefore, for given element \(\tau\), we choose to use \(\|\nabla (u_q - u_I)\|_{0, \tau}\) as its local error indicator.

In the next step, we formulate a systematic way to estimate \(\|\nabla (u_q - u_I)\|_{0, \tau}\) on an arbitrary element \(\tau\).

**Lemma 4.17.** Assume that \(\tau \in \mathcal{T}_h\) is an element having vertices \(v_i = (x_i, y_i), 1 \leq i \leq 3\), oriented counterclockwise, and corresponding linear nodal basis functions \(\{\phi_i\}_{i=1}^3\). Let \(\{t_i\}_{i=1}^3\) denote the unit tangent vectors (also with counterclockwise orientation), and \(\{\ell_i\}_{i=1}^3\) the edge lengths (see Figure 4.1). Also let \((i - 1, i, i + 1)\) be a cyclic permutation of \((1, 2, 3)\) and \(\psi_i = \phi_{i-1}\phi_{i+1}\) be the bump function associated with edge \(i, 1 \leq i \leq 3\), of \(\tau\). Then

\[
u_q - u_I|_\tau = \sum_{i=1}^3 \ell_i^2 t_i^t M_\tau t_i \psi_i,
\]

where

\[
M_\tau = -\frac{1}{2} \begin{pmatrix}
\partial_{11} u_q & \partial_{12} u_q \\
\partial_{21} u_q & \partial_{22} u_q
\end{pmatrix}.
\]
Proof. In $\tau$, $u_q - u_I$ is a quadratic polynomial which vanishes at three vertices $v_i$ of $\tau$. Therefore, we can write $u_q - u_I \big|_{\tau}$ as a linear combination of $\psi_i$:

$$u_q - u_I \big|_{\tau} = \sum \alpha_i \psi_i(x, y)$$

(4.35)

Evaluating (4.35) at $m_i$, the midpoint of edge $i$ gives us

$$\frac{1}{4} \alpha_i = u_q(m_i) - u_I(m_i)$$

$$= u_q(m_i) - \frac{1}{2}(u(v_{i-1}) + u(v_{i+1})) \quad \text{(by the linearity of } u_I)$$

Here, we note that $u_q$ has the same values with $u$ at the vertices of $\tau$. Thus

$$\alpha_i = -\ell_i^2 \cdot \frac{u_q(v_{i-1}) - 2u_q(m_i) + u_q(v_{i+1})}{(\frac{\ell_i}{2})^2}. \quad \text{(4.36)}$$

Also, the second factor of the right hand side of (4.36) is actually the second order difference quotient of $u_q$ at $m_i$ along the direction $t_i$ of edge $i$. Since $u_q$ is quadratic polynomial, the difference quotient is the exact value for second derivative of $u_q$ along direction $t_i$. In other words

$$\frac{u_q(v_{i-1}) - 2u_q(m_i) + u_q(v_{i+1})}{(\frac{\ell_i}{2})^2} = t_i^T \begin{pmatrix} \partial_{11} u_q & \partial_{12} u_q \\ \partial_{21} u_q & \partial_{22} u_q \end{pmatrix} t_i$$

(4.37)

Now (4.33) and (4.34) follow from (4.35), (4.36) and (4.37).

In the formula of $u_q - u_I$ (see (4.33)), everything can be computed from the geometric information of the element $\tau$ except the Hessian matrix $M_\tau$. Since $u_q$ is a high order approximation of the exact solution we expect its second derivatives
to be close to those of the exact solution. Based on Theorem 4.12, we choose to approximate the second derivatives in the Hessian matrix $M_\tau$ using derivatives of $R(\partial u_h)$. In particular, let

$$
\tilde{M}_\tau = \begin{pmatrix}
\partial_1 R(\partial_1 u_h) & \partial_1 R(\partial_2 u_h) \\
\partial_2 R(\partial_1 u_h) & \partial_2 R(\partial_2 u_h)
\end{pmatrix},
$$

$$
\bar{M}_\tau = \frac{1}{2} (\tilde{M}_\tau + \tilde{M}_\tau^t).
$$

Then, use $\bar{M}_\tau$ as the approximation for the Hessian since Hessian matrix is symmetric for smooth functions. Now the local error estimate $\epsilon_\tau$ for element $\tau$ is given by

$$
\epsilon_\tau = \sum_{i=1}^{3} \ell_i^2 t_i^t \bar{M}_\tau t_i \psi_i(x, y)
$$

(4.38)

We expect this estimate to give good approximation for local error when the Hessian matrix for the true solution is well defined. In practice, we would like to use this local error estimate for a wide range of problems, including ones with singularity whose location is unknown. Since $\| (I - R) \nabla u_h \|_{0,\tau}$ is also a good approximation of $\| \nabla (u - u_h) \|_{0,\tau}$ (see Theorem 4.16), we use it to normalize the local error estimate $\epsilon_\tau$. The normalization constant (also called scaling factor) $\alpha_\tau$ is chosen such that the local error indicator $\eta_\tau$ satisfies

$$
\eta_\tau \equiv \alpha_\tau \| \nabla \epsilon_\tau \|_{0,\tau} = \| (I - R) \nabla u_h \|_{0,\tau}
$$

(4.39)

Normally, we expect that $\alpha_\tau \approx 1$, which is likely to be the case where the Hessian matrix of the exact solution is well defined. When the Hessian is not defined, for example near singularities, $\alpha_\tau$ provides improvement for the local error indicator $\epsilon_\tau$.

The local error estimate (4.38) is very useful in practice. It explicitly shows the dependence on the shape, size and orientation of the element as well as the dependence on the second derivatives of $u$. It also provides a simple, robust and elegant solution to an important practical problem for adaptive mesh refinement schemes: how to calculate error estimate for the refined elements without immediately resolving the global problem. More precisely, the children elements inherit
only the Hessian matrix from their parents and the geometrical information is derived from the refined elements themselves. With this approach, it is possible to have many levels of refinement before the approximation breaks down and a new global solution is required.

### 4.3.2 Quadratic Case

In this subsection, we consider quadratic finite elements. Similar to equation (4.33) in the linear case, we seek an expression for \( \hat{u}_3 - u_2 \big|_\tau \), where \( u_2 \) is the quadratic Lagrange interpolant and \( \hat{u}_3 \) is the cubic hierarchical extension.\(^5\) Assume the same parameters associated with element \( \tau \) as in Lemma 4.17 and Figure 4.1. Clearly, in \( \tau \), \( \hat{u}_3 - u_2 \) is a cubic polynomial which vanishes at vertices and edge midpoints of \( \tau \). Let \( \mathcal{E}_3(\tau) \) be the space of cubic polynomials which are zero at vertices and edge midpoints of \( \tau \). In [29], Bank et al. propose a basis for \( \mathcal{E}_3(\tau) \) given by

\[
\psi_0 = \phi_1 \phi_2 \phi_3 \\
\psi_i = \phi_{i-1} \phi_{i+1} (\phi_{i+1} - \phi_{i-1})
\]

for \( 1 \leq i \leq 3 \), and \( (i - 1, i, i + 1) \) is a cyclic permutation of \( (1, 2, 3) \). Then

\[
\hat{u}_3 - u_2 \big|_\tau = \frac{1}{12} \prod_{i=1}^{3} (\ell_{i+1} \partial_{t_{i+1}} - \ell_{i-1} \partial_{t_{i-1}}) \hat{u}_3 \psi_0 + \frac{1}{12} \sum_{i=1}^{3} \ell_i^3 \partial^3_{t_i \partial_t} \hat{u}_3 \psi_i,
\]

(4.40)

where \( \partial_{t_i} u \) denotes the directional derivative of \( u \) in the direction \( t_i \). The directional derivatives in (4.40) can formally be written as standard third derivatives of \( \hat{u}_3 \). These standard third derivatives are then approximated by

\[
\partial_{xxx} \hat{u}_3 \approx \partial_x R(\partial_{xx} u_h),
\]

(4.41a)

\[
\partial_{xxy} \hat{u}_3 \approx \frac{1}{2} \left( \partial_x R(\partial_{xy} u_h) + \partial_y R(\partial_{xx} u_h) \right),
\]

(4.41b)

\[
\partial_{xyy} \hat{u}_3 \approx \frac{1}{2} \left( \partial_x R(\partial_{yy} u_h) + \partial_y R(\partial_{xy} u_h) \right),
\]

(4.41c)

\[
\partial_{yyy} \hat{u}_3 \approx \partial_y R(\partial_{yy} u_h),
\]

(4.41d)

\(^5\)In cubic case, the hierarchical extension is no longer the same as the interpolant.
Let \( \bar{u} \) be any cubic polynomial with third derivatives given by the right-hand sides of (4.41). Then we have local error estimate \( \epsilon_\tau \) given by

\[
\bar{u}_3 - u_2|_\tau = \frac{1}{12} \prod_{i=1}^{3} (\ell_{i+1} \partial_{t_{i+1}} - \ell_{i-1} \partial_{t_{i-1}}) \bar{u}_3 \psi_0 + \frac{1}{12} \sum_{i=1}^{3} \ell_i^3 \partial_t^3 \bar{u}_3 \psi_i,
\]

The scaling factor \( \alpha_\tau \) is chosen so that the local error indicator \( \eta_\tau \) satisfies

\[
\eta_\tau^2 \equiv \alpha_\tau^2 \epsilon_\tau|_{2,\tau} = \|(I - R) \partial_{xx}^2 u_h\|_{0,\tau}^2 + 2\|(I - R) \partial_{xy}^2 u_h\|_{0,\tau}^2 + \|(I - R) \partial_{yy}^2 u_h\|_{0,\tau}^2.
\]

### 4.3.3 General Case

In this subsection, we formulate error estimates for finite elements of degree \( p \) arbitrary. Similar to the linear and quadratic case, we would like to approximate the error \( |u - u_h|_{1,\tau} \) by \( |\hat{u}_{p+1} - u_p|_{1,\tau} \), where \( u_p \) is the interpolant of degree \( p \) and \( \hat{u}_{p+1} \) is the hierarchical extension of degree \( p + 1 \).

Assume the same parameters associated with element \( \tau \) as in Lemma 4.17 and Figure 4.1 and let

\[
\mathcal{P}_{p+1}(\tau) = \mathcal{P}_p(\tau) \oplus \mathcal{E}_{p+1}(\tau)
\]

where \( \mathcal{E}_{p+1}(t) \) is the hierarchical extension space consists polynomials in \( \mathcal{P}_{p+1}(\tau) \) that are zero at all degrees of freedom associated with \( \mathcal{P}_p(t) \). Clearly \( \hat{u}_{p+1} - u_p|_\tau \in \mathcal{E}_{p+1} \). In order to find an expression for \( \hat{u}_{p+1} - u_p|_\tau \), we need to find a basis for \( \mathcal{E}_{p+1} \). Since \( \dim(\mathcal{P}_{p+1}(\tau)) = (p + 2)(p + 3)/2 \) and \( \dim(\mathcal{P}_p(\tau)) = (p + 1)(p + 2)/2 \), \( \dim(\mathcal{E}_{p+1}) = p + 2 \). Therefore, we need to find \( p + 2 \) linearly independent polynomials of degree \( p + 1 \) that vanish at all \( (p + 1)(p + 2)/2 \) degrees of freedom of degree \( p \).

Intuitively, we would like to find these error basis functions as “product of lines” (each line represents a linear function). Since the basis functions are polynomials of degree \( p + 1 \), we need to find a pattern for \( p + 1 \) lines that going through all of the degrees of freedom of degree \( p \). An example for the case \( p = 2 \) is illustrated in Figure 4.2.

Of course, we do not want to define different patterns for different degrees. Ideally, we would like that the lines to be arranged in a systematic pattern that works for any degree (the pattern in Figure 4.2 is not a good candidate since there is
no easy way to generalize it for elements of higher degree). In addition, the pattern has to guarantee the independence of the basis functions it produces. Fortunately, we can come up with a magic pattern that fulfills these two requirements.

In our pattern, we choose two arbitrary edges of \(\tau\), for example, edge one and edge two, and only use lines in the directions of these edges (these lines also need to contain at least one degree of freedom of degree \(p\)). We start with a basis function which is a product of \(p + 1\) lines in the direction of edge two. Then, we flip the furthermost line (from edge two) to the direction of edge one and put it on the lowest level available (from edge one). The process can be continued to procedure other functions in the set until all the lines are in the direction of edge one. Illustration for the case \(p = 4\) is shown in Figure 4.3.
Lemma 4.18. For element $\tau$ of degree $p$, the following functions

$$
\psi_{p+1,i} = \prod_{j=0}^{i-1} (\phi_1 - j/p) \prod_{m=0}^{p-i} (\phi_2 - m/p), \quad 0 \leq i \leq p + 1
$$

form a basis for $\mathcal{E}_{p+1}(\tau)$. Here $\phi_i$ is the $i$th linear nodal basis functions of $\tau$ (the $i$th barycentric coordinate with respect to $\tau$).

Proof. Clearly, the polynomials $\psi_{p+1,i}$ are of degree $p + 1$ and vanish at all of the degrees of freedom of degree $p$. We only need to show that they are linearly independent.

![Figure 4.4: Change of coordinates.](image)

Make an affine change of coordinates to $(\hat{x}, \hat{y})$ such that in the new coordinate system, $\tau$ is a right angled triangle with edge one on the $\hat{x}$-axis and edge two on the $\hat{y}$-axis (see Figure 4.4). In the new coordinate system, $\phi_1(\hat{x}, \hat{y}) = \hat{y}$ and $\phi_2(\hat{x}, \hat{y}) = \hat{x}$, and $\psi_{p+1,i}$ is a polynomial of degree $p + 1$ having $\hat{x}^{p+1-i} \hat{y}^i$ as its only term of degree $p + 1$.

Assume that there exists $\{c_i\}_{i=0}^{p+1}$ such that $\sum_{i=0}^{p+1} c_i \psi_{p+1,i} = 0$. Then the component of degree $p + 1$ of $\sum_{i=0}^{p+1} c_i \psi_{p+1,i}$ (in the new coordinate system) is also zero, namely

$$
\sum_{i=0}^{p+1} c_i \hat{x}^{p+1-i} \hat{y}^i = 0
$$

Since $\{\hat{x}^i \hat{y}^{p+1-i}\}_{i=0}^{p+1}$ is known to be linearly independent, $c_i = 0$ for $0 \leq i \leq p + 1$. This implies that $\{\psi_{p+1,i}\}_{i=0}^{p+1}$ is a linearly independent set. Therefore it is a basis of $\mathcal{E}_{p+1}$. \qed
Lemma 4.19. Assume that the parameters of \( \tau \) are labeled as in Lemma 4.17. Let \( \{\psi_{p+1,i}\}_{i=0}^{p+1} \) be defined as in Lemma 4.18. Then
\[
\hat{u}_{p+1} - u_p \bigg|_\tau = \sum_{i=0}^{p+1} \ell_i (\ell_1)^{p+i-1} \frac{\partial_i \partial_t^{p+1-i}}{i!(p+1-i)!} \psi_{p+1,i}.
\] (4.42)
Moreover, \( \hat{u}_{p+1} - u_p \bigg|_\tau \) can be written as
\[
\hat{u}_{p+1} - u_p \bigg|_\tau = \sum_{i=0}^{p+1} \sum_{j=0}^{p+1-i} \sum_{k=0}^{i} (-1)^{p+1-i} \alpha_{ijk} (\partial_x^j \partial_y^{p+1-j-k} \hat{u}_{p+1}) \psi_{p+1,i},
\] (4.43)
where
\[
\alpha_{ijk} = \binom{p+1-i}{j} \binom{i}{k} (x_1 - x_3)^k (y_1 - y_3)^{i-k} (x_3 - x_2)^{j} (y_3 - x_2)^{p+1-i-j}.
\] (4.44)

Figure 4.5: Parameters associated with element \( \tau \).

Proof. Since \( \hat{u}_{p+1} - u_p \bigg|_\tau \in \mathcal{E}_{p+1} \) and \( \{\psi_{p+1,i}\}_{i=1}^{p+1} \) is a basis of \( \mathcal{E}_{p+1} \), we can write
\[
\hat{u}_{p+1} - u_p \bigg|_\tau = \sum_{i=0}^{p+1} c_i \psi_{p+1,i} = \sum_{i=0}^{p+1} c_i \prod_{j=0}^{i-1} (\phi_1 - j/p) \prod_{m=0}^{p-i} (\phi_2 - m/p).
\]
The coefficient \( c_i \) can be computed by taking the \( (p+1) \)th derivative of both sides and using the following identity
\[
\begin{pmatrix}
\ell_1 t_1' \\
\ell_2 t_2' \\
\ell_3 t_3'
\end{pmatrix}
(\nabla \phi_1 \ \nabla \phi_2 \ \nabla \phi_3)
= \begin{pmatrix}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{pmatrix}.
\]
Then, equations (4.43) and (4.44) follow from equation (4.42), definition of directional derivative and the observation that:
\[
\begin{pmatrix}
\ell_2 t_2 \\
\ell_1 t_1
\end{pmatrix}
= \begin{pmatrix}
(x_1 - x_3) \\
(y_1 - y_3)
\end{pmatrix}; \quad
\begin{pmatrix}
\ell_1 t_1
\end{pmatrix}
= \begin{pmatrix}
x_3 - x_2 \\
y_3 - y_2
\end{pmatrix}.
\]
\[\square\]
In our local error estimate \( \epsilon_r \approx \hat{u}_{p+1} - u_p \), we use equations (4.43) and (4.44) and simply approximate the \((p + 1)\)th derivatives of \( \hat{u}_{p+1} \) by

\[
\partial_x^i \partial_y^{p+1-i} \hat{u}_{p+1} \approx \begin{cases} 
\partial_y R(\partial_y^p u_h), & i = 0, \\
(\partial_x R(\partial_x^{i-1} \partial_y^{p+1-i} u_h) + \partial_y R(\partial_x^i \partial_y^{p-i} u_h))/2, & 1 \leq i \leq p, \\
\partial_x R(\partial_x^p u_h), & i = p + 1.
\end{cases}
\]

Similar to the linear and quadratic cases, we also define scaling factor \( \alpha_r \) so that the local error indicator \( \eta_r \) satisfies

\[
\eta_r^2 = \alpha_r^2 \sum_{i=0}^{p} \binom{p}{i} \| \partial_x^i \partial_y^{p-i} \epsilon_r \|_{0, \tau}^2 = \sum_{i=0}^{p} \binom{p}{i} \| (I - R)(\partial_x^i \partial_y^{p-i} u_h) \|_{0, \tau}^2
\]

(4.45)

Since \( \epsilon_r \) is a discontinuous piecewise polynomial (of degree \( p + 1 \)) on the whole \( \Omega \), we could also formally approximate errors in global norm and other functions using \( \epsilon_r \). More precisely,

\[
\| u - u_h \|_{0, \Omega}^2 \approx \sum_{\tau \in \Omega} \| \epsilon_r \|_{0, \tau}^2,
\]

\[
| u - u_h |_{1, \Omega}^2 \approx \sum_{\tau \in \Omega} | \epsilon_r |_{1, \tau}^2 = \sum_{\tau \in \Omega} \eta_r^2.
\]

For \( | \cdot |_{1, \Omega} \), we have estimates which are similar to (4.32) in the linear case.

\[
| u - u_h |_{1, \Omega} \leq | u - \hat{u}_{p+1} |_{1, \Omega} + | \hat{u}_{p+1} - u_p |_{1, \Omega} + | u_p - u_h |_{1, \Omega} \quad (4.46a)
\]

\[
| \hat{u}_{p+1} - u_p |_{1, \Omega} \leq | u_p - u_h |_{1, \Omega} + | u - u_h |_{1, \Omega} + | \hat{u}_{p+1} - u |_{1, \Omega} \quad (4.46b)
\]

Under standard conditions, we have \( | u - u_h |_{1, \Omega} \leq c \| u \|_p \) and \( | u - \hat{u}_{p+1} |_{1, \Omega} \leq C \| u \|_p \). Therefore, if \( | u_p - u_h |_{1, \Omega} \) can be estimated better than \( O(\| u \|_p) \) then estimates (4.46) show \( | \hat{u}_{p+1} - u_p |_{1, \Omega} \) to be an asymptotically exact estimate for \( | u - u_h |_{1, \Omega} \). Such super-approximation estimates for \( | u_p - u_h |_{1, \Omega} \) are known for \( p = 1, 2 \) (see Theorem 4.6 and [43]). However super-approximation estimates for \( | u_p - u_h |_{1, \Omega} \) are known not to hold for \( p \geq 3 \) (see [44]). For general \( p \), estimate (4.46a) can be replaced by

\[
| u - u_h |_{1, \Omega} \leq C(| u - \hat{u}_{p+1} |_{1, \Omega} + | \hat{u}_{p+1} - u_p |_{1, \Omega})
\]

Here we lose asymptotic exactness, but still have a useful upper bound for the \( H^1 \) error.
4.4 $hp$-Refinement Indicator

Numerical experiments show that alternating use of the $h$-version and $p$-version results in good meshes and shows exponential rate-of-convergence in many cases. However, the performance of the $H^1$ error estimate degenerates for problems with singularities. This is mainly due to the fact that $p$-refinement tends to use elements of high degree in the regions near singularities while using elements of smaller size ($h$-refinement) usually yields better accuracy in these regions. Because of this, we want to use $h$-refinement near singularities and where the solutions change rapidly, and to use $p$-refinement elsewhere. The question is how to identify these regions. Our answer come from the consistency-check constant $\alpha_r$ in (4.45).

Normally, one should expect that $\alpha_r \approx 1$ in the region where the solution is smooth and that $\alpha_r$ is big elsewhere. This suggests using the quantity $\alpha_r$ to indicate regions with rapid changes or singularity in the solution. In the examples shown in Figure 4.6, $\alpha_r$ seems to be a good indicator. These example comes from Circle problem whose solution has a singularity at the origin (see Section 6.3 for more details about Circle problem). And we can see that scaling factors of elements near the origin are much larger than other elements.

However, by experimenting different problems with different scenarios, we discover that the scaling factor can be large along interfaces separating elements of different degrees. An example of this behavior is illustrated in Figure 4.7.

Empirical study shows that computing $\alpha_t$ with the assumption that all elements are linear gives a very good indicator. In this approach, elements of high degree are still utilized for approximating the solution and estimating errors. The sole difference is that only vertex degrees of freedom are used in calculating the scaling factor $\alpha_r$.

The effectiveness of this indicator in identifying critical regions and guiding automatic $hp$-adaptive is demonstrated in Sections 6.2.1 and Section 6.2.2.
Figure 4.6: Scaling factors of elements (left) and the associated mesh with element degrees (right).

Figure 4.7: Scaling factors of elements (left) and the associated mesh with element degrees (right).
Chapter 5

Domain Decomposition and

$hp$-Adaptive Meshing

5.1 Introduction

In this chapter, we discuss a combination of two techniques: $hp$-adaptive

meshing and domain decomposing on a parallel machine. These two techniques are

very effective and popular in scientific computing. However, attempts to combine

them together to work on parallel machine usually result in an inefficient method.

The main reason is that adaptive meshing proceeds gradually from a small problem

(coarse mesh) to a bigger problem (fine mesh), while using a domain decomposi-

tion solver on a parallel machine can be effective only when the problem size is

sufficiently large. In order to overcome this dilemma, Bank and Hoslt propose a

parallel adaptive meshing paradigm in which each processor processes the whole

domain but its adaptive enrichment focuses only on its own subregion (see [18, 19]).

The bulk of the calculation, then, takes place on each processor. Communication

is only needed at the beginning when information of the initial mesh is broadcast

to all processors, and in the last step when solutions on subregions are glued to-

tgether. The algorithm not only helps to keep communication cost low but also

allows sequential adaptive finite element packages such as PLTMG to be employed

without extensive recoding.
The rest of this chapter is organized as follows: Section 2 presents two different variants of the paradigm. In section 3, we briefly discuss load balancing and adaptive meshing steps and observe how $hp$-refinements affects the paradigm. Section 4 is devoted to a domain decomposition solver which is described in both variational form and matrix form.

5.2 Parallel Adaptive Meshing Paradigm

The original version of the paradigm has three main components:

**Step I - Load Balancing:** We solve a small problem on a coarse mesh, and use a posteriori error estimates to partition the mesh. Each subregion has approximately the same error although subregions may vary considerably in terms of number of elements, number of degrees of freedom, or polynomial degree.

**Step II - Adaptive Meshing:** Each processor is provided the complete coarse problem and instructed to sequentially solve the entire problem, with the stipulation that its adaptive enrichment ($h$ or $p$) should be limited largely to its own subregion. The target number of degrees of freedom for each processor is the same. At the end of this step, the mesh is regularized such that the global finite element space described in Step III is conforming in both $h$ and $p$.

**Step III - Global Solve:** The final global problem consists of the union of the refined partitions provided by each processor. A final solution is computed using domain decomposition.

There is a variant of the above approach, in which the load balancing occurs on a much finer space (see [15]). For this variant, the motivation was to address some possible problems arising from the use of a coarse grid in computing the load balance. For example, the not-so-accurate solution on a coarse mesh might lead to a bad load balancing. This variant also has three main components.

**Step I - Load Balancing:** On a single processor we adaptively create a fine space of size $N_P$, and use a posteriori error estimates to partition the mesh such that each subregion has approximately equal error, similar to Step I of the original paradigm.
Step II - Adaptive Meshing: Each processor is provided the complete adaptive mesh and instructed to sequentially solve the entire problem. However, in this case each processor should adaptively coarsen subregions corresponding to other processors, and adaptively enrich its own subregion. The size of the problem on each processor remains $N_P$, but this adaptive rezoning strategy concentrates the degrees of freedom in the processor’s subregion. At the end of this step, the global space is made conforming as in the original paradigm.

Step III - Global Solve: This step is the same as in the original paradigm.

In the variant, the initial mesh can be of any size. Indeed, our choice of $N_P$ is mainly for convenience and simplicity of notation; any combination of coarsening and refinement could be allowed in Step II.

5.3 Load Balancing and Adaptive Meshing

5.3.1 Load Balancing

One of the most challenging obstacles to overcome in making effective use of parallel computers for adaptive finite element codes is the load balancing problem. The traditional approach of distributing elements fairly among processors could quickly become imbalanced since adaptive meshing guides the mesh enrichment based on error estimates which mimic the solution’s (usually nonuniform) behavior. In PLTMG, we use error estimates to do load balancing. In particular, the domain is partitioned in such a way that each subregion has approximately equal error.

Prior to load balancing, the PDE is solved on a single processor, usually the master one. Based on the approximate solution, the local errors estimate for each element are computed. Then we form macro-elements which are patches of elements of small errors. The error associated with each patch is the sum of local error estimates of elements inside the patch. These patches are distributed among processors based on an algorithm similar to the recursive spectral bisection algorithm described in [31]. In the algorithm, the bisection procedure is based on the solution of an eigenvalue problem associated with the adjacency matrix of the dual graph of the macro element mesh, in which the off-diagonal entries are
weighted by the number of overlapping edges in the original triangulation. While this algorithm is considered expensive, it is used only once on a relatively coarse mesh.

5.3.2 Adaptive Meshing

This is the only step in the paradigm that needs special treatment when $hp$-adaptive enrichment is used instead of the classical $h$-adaptive enrichment. This treatment is highly technical. Therefore, we restrict the discussion in this subsection to ideas rather than implementation details (even though the implementation was where we spend most of our efforts).

For the sake of clarity, we split this step into two phases: adaptive enrichment and mesh regularization.

In adaptive enrichment phase, the mesh on each processor is independently refined/unrefined in both $h$ and $p$. Since there is no constraint on adaptive enrichment of different processors, we would like to use the same sequential $p$ and $hp$-adaptive refinement/unrefinement strategies we developed in Chapter 3. In order to do that without any modifications in the implementation of these strategies, we weight local error estimates of each element by the “distance”$^1$ of its subregion to the subregion owned by the processor. With this weighting, error estimates are very likely to be big in the subregion owned by the processor and smaller elsewhere. Therefore, adaptive refinements on each processor appear mainly on its own subregion, and each processor focuses its adaptive unrefinements outside its own subregion.

In the regularization phase, meshes are made conforming in both geometry (in $h$) and degree (in $p$). This is necessary as the enrichment phase is carried independently on each processor. And it is possible that some elements along the interface have been refined/unrefined (in both $h$ and $p$) on a processor, while their neighboring elements have stayed the same or have been refined/unrefined differently on another processor. Naturally, the meshes are made conforming in geometry first and then in degree.

$^1$Here the “distance” is topological distance, not the physical one.
In making the meshes geometrically conforming, regiment level and label of the ancestor edge (the edge in the initial mesh which is broadcast) associated with each interface edge are recorded. Before the initial broadcasting, edges on subregion interfaces of the mesh are labeled consecutively starting from zero. The refinement levels of these edges are also set to be zero. Whenever an interface edge is bisected (in PLTMG, we use longest edge bisection for $h$-refinement), its two children edges inherit the ancestor label, and increase the refinement level by one.

At the beginning of the regularization phase, data describing the interfaces are exchanged among processors. Using the information of refinement level and ancestor label, two copies in two different processors of the same edge can be matched. If an refined edge in a processor has no match then that part of interface (on the processor) is coarser than the corresponding part of interface in the neighboring processor. Less refined interface edges on a processor are $h$-refined to be compatible with the neighbor in the global mesh. Less refined interface edges on the neighbor’s side are refined by the neighbor. After all processors refine their necessary edges, subregions contributed by them are globally compatible (see Figure 5.1)).

In PLTMG, we actually perform another mesh regularization on part of the interface that does not appear in the global mesh. This is to accelerate the domain decomposition solver described in the next section. In this step, local interface edges that are more refined than the global interface system will be coarsened.

When the meshes are geometrically conforming, we move to the next step and make them conforming in degree. In the early version of PLTMG, we tried to keep all the local meshes, and the global mesh admissible. That is, to make sure there is no violation of 1-irregular rule or 2-neighbor rule. This could be very complicated with the possibility of transition edges on the interface system. Therefore, first we use $p$-refinement to eliminate all of the transition edges existing on the interface of local meshes. Then data of edges on the interface are exchanged between processors. Since these meshes are already geometrically conforming, interfaces edges can be divided in to pairs, where each pair contains edges that

---

2In PLTMG, these two pieces of information are coded using a single number.
are copies of a single edge (in the global mesh) in two different processors. If the difference in degree of edges in a pair is greater than one (violation of 1-irregular rule), then the one with lower degree is $p$-refined.

When 1-irregular rule and 2-neighbor rule are applied strictly, a $p$-refinement of an interface edge might cause change in degree of another interface edge. A typical case is to have elements with two interface edges that are associated with three different processors (see Figure 5.2). Another (extreme) example is also illustrated in Figure 5.2. In these cases, communication is needed more than once in order to make the meshes conforming in degree.
Taking into consideration the cost of implementing degree regularization code and needed communication, we decide to use the second approach in defining basis functions for transition elements (see Subsection 2.3.2). This approach allows us to make the meshes conforming in degree using only one communication. The edge of element with lower degree in a pair is converted to a transition edge of the higher degree. No subsequent refinements are done to eliminate rule violations. Even though there might be some rule violations in the global mesh, numerical experiments show that they do not affect the accuracy of the solution.

5.4 Domain Decomposition Solver

Let \( \Omega = \bigcup_{i=1}^{P} \Omega_i \subset \mathbb{R}^2 \) denote the domain, decomposed into \( P \) geometrically conforming subregions. At this step of the paradigm, each processor contain different meshes which are obtained from the same initial mesh after different sequences of adaptive refinement/unrefinement. For processor \( i \), we will refer to the “fine grid” as the partition associated with \( \Omega_i \), and the “coarse grid” as the remainder of the mesh.

Let \( \Gamma \) denote the interface system. At this step, the meshes should be conforming in both \( h \) (geometry) and \( p \) (degree) along \( \Gamma \). Let \( x \) be a degree of freedom lying on \( \Gamma \) then degree(\( x \)) is the number of subregions for which \( x \in \bar{\Omega}_i \). A cross point is a degree of freedom \( x \in \Gamma \) with degree(\( x \)) \( \geq 3 \). Note that a cross point must be a vertex degree of freedom. We assume that the maximal degree at cross points is bounded by the constant \( \delta_0 \). The connectivity of \( \Omega_i \) is the number of other regions \( \Omega_j \) for which \( \bar{\Omega}_i \cap \bar{\Omega}_j \neq \emptyset \). We assume that the connectivity of \( \Omega_i \) is bounded by the constant \( \delta_1 \).

In our algorithm, we employ several triangulations. The mesh \( \mathcal{T} \) is a globally refined, shape regular, and conforming mesh of size \( h \). We assume that the fine mesh \( \mathcal{T} \) is aligned with the interface system \( \Gamma \). The triangulations \( \mathcal{T}^i \subset \mathcal{T} \), \( 1 \leq i \leq P \) are partially refined triangulations; they coincide with the fine triangulation \( \mathcal{T} \) within \( \Omega_i \), but are generally much coarser elsewhere, although as in the case for the variant paradigm, along the interface system \( \Gamma \), \( \mathcal{T}^i \) may have some
Let $S$ denote the $hp$ space of piecewise polynomials, associated with the triangulation $T$, that are continuous in each of the $\Omega_i$, but can be discontinuous along the interface system $\Gamma$. Let $\bar{S} \subset S$ denote the subspace of globally continuous piecewise polynomials. The usual basis for $S$ is just the union of the nodal basis functions corresponding to each of the subregions $\Omega_i$; such basis functions have their support in $\bar{\Omega}_i$ and those associated with nodes on $\Gamma$ will have a jump at the interface. In our discussion, we will have occasion to consider another basis, allowing us to write $S = \bar{S} \oplus \mathcal{X}$, where $\mathcal{X}$ is a subspace associated exclusively with jumps on $\Gamma$. In particular, we will use the global conforming nodal basis for the space $\bar{S}$, and construct a basis for $\mathcal{X}$ as follows. Let $z_k$ be a degree of freedom lying on $\Gamma$ shared by two regions $\Omega_i$ and $\Omega_j$ (for now, $z_k$ is not a cross point). Let $\phi_{i,k}$ and $\phi_{j,k}$ denote the usual nodal basis functions corresponding to $z_k$ in $\Omega_i$ and $\Omega_j$, respectively. The continuous nodal basis function for $z_k$ in $\bar{S}$ is $\hat{\phi}_k \equiv \phi_{i,k} + \phi_{j,k}$, and the “jump” basis function in $\mathcal{X}$ is $\check{\phi}_k \equiv \phi_{i,k} - \phi_{j,k}$. The direction of the jump is arbitrary at each $z_k$, but once chosen, will be used consistently. In this example, at degree of freedom $z_k$ we will refer to $i$ as the “master” index and $j$ as the “slave” index. At a cross point where $\ell > 2$ subregions meet, there will be one nodal basis function corresponding to $\bar{S}$ and $\ell - 1$ jump basis functions. These are constructed by choosing one master index for the point, and making the other $\ell - 1$ indices slaves. We can construct $\ell - 1$ basis functions for $\mathcal{X}$ as $\phi_{i,k} - \phi_{j,k}$, where $i$ is the master index and $j$ is one of the slave indices.

For each of the triangulations $T^i$, $1 \leq i \leq P$ we have a global nonconforming subspace $S^i \subset S$, and global conforming subspace $\bar{S}^i \subset \bar{S}$. In a fashion similar to $S$, we have $S^i = \bar{S}^i \oplus \mathcal{X}^i$.

### 5.4.1 Variational Form

For simplicity, let the continuous variational problem be: find $u \in H^1(\Omega)$ such that

$$a(u, v) = (f, v) \quad (5.1)$$
for all \( v \in H^1(\Omega) \), where \( a(u, v) \) is a self-adjoint, positive definite bilinear form corresponding to the weak form of an elliptic partial differential equation, and \( \|u\|_{\Omega}^2 = a(u, u) \) is comparable to the usual \( H^1(\Omega) \) norm.

To deal with the nonconforming nature of \( S \), for \( u, v \in S \), we decompose \( a(u, v) = \sum_{i=1}^{P} a_{\Omega_i}(u, v) \). For each node \( z \) lying on \( \Gamma \) there is one master index and \( \ell - 1 > 0 \) slave indices. The total number of slave indices is denoted by \( K \), so the total number of constraint equations in our nonconforming method is \( K \). To simplify notation, for each \( 1 \leq j \leq K \), let \( m(j) \) denote the corresponding master index, and \( z_j \) the corresponding node. We define the bilinear form \( b(v, \lambda) \) by

\[
b(v, \lambda) = \sum_{j=1}^{K} \{v_{m(j)} - v_j\} \lambda_j
\]

(5.2)

where \( \lambda \in \mathbb{R}^K \). In words, \( b(\cdot, \cdot) \) measures the jump between the master value and each of the slave values at each node on \( \Gamma \). The nonconforming variational formulation of (5.1) is: find \( u_h \in S \) such that

\[
a(u_h, v) + b(v, \lambda) = (f, v)
b(u_h, \xi) = 0
\]

(5.3)

for all \( v \in S \) and \( \xi \in \mathbb{R}^K \). Although this is formally a saddle point problem, the constraints are very simple; in particular, (5.3) simply imposes continuity at each of the nodes lying on \( \Gamma \), which in turn, implies that \( u_h \in \bar{S} \). Thus \( u_h \) also solves the reduced and conforming variational problem: find \( u_h \in \bar{S} \) such that

\[
a(u_h, v) = (f, v)
\]

for all \( v \in \bar{S} \).

Let \( K_i \) denote the index set of constraint equations in (5.2) that correspond to nodes present in \( T^i \). Then

\[
b_i(v, \lambda) = \sum_{j \in K_i} \{v_{m(j)} - v_j\} \lambda_j.
\]

We are now in a position to formulate our domain decomposition algorithm. Our initial guess \( u_0 \in S \) is generated as follows: for \( 1 \leq i \leq P \), we find (in parallel) \( u_{0,i} \in \bar{S}^i \) satisfying

\[
a(u_{0,i}, v) = (f, v)
\]

(5.4)
for all $v \in S^i$. Here we assume exact solution of these local problems; in practice, these are often solved approximately using iteration. The initial guess $u_0 \in S$ is composed by taking the part of $u_{0,i}$ corresponding to the fine subregion $\Omega_i$ for each $i$. In particular, let $\chi_i$ be the characteristic function for the subregion $\Omega_i$. Then

$$u_0 = \sum_{i=1}^{P} \chi_i u_{0,i}$$

To compute $u_{k+1} \in S$ from $u_k \in S$, we solve (in parallel): for $1 \leq i \leq P$, find $e_{k,i} \in S^i$ and $\lambda_{k,i} \in \mathbb{R}^K$ such that

$$a(e_{k,i},v) + b_i(v,\lambda_{k,i}) = (f,v) - a(u_k,v)$$

$$b_i(e_{k,i},\xi) = -b_i(u_k,\xi)$$

for all $v \in S^i$ and $\xi \in \mathbb{R}^K$. We then form

$$u_{k+1} = u_k + \sum_{i=1}^{P} \chi_i e_{k,i}.$$ 

Although the iterates $u_k$ are elements of the nonconforming space $S$, the limit function $u_\infty = u_k \in \bar{S}$. In some sense, the purpose of the iteration is to drive the jumps in the approximate solution $u_k$ to zero. Also, although (5.5) suggests a saddle point problem needs to be solved, by recognizing that only $\chi_i e_{k,i}$ is actually used, one can reduce (5.5) to a positive definite problem of the form (5.4). In particular, the Lagrange multipliers $\lambda_{k,i}$ need not be computed or updated.

The information required to be communicated among the processors is only the solution values and the residuals for nodes lying on $\Gamma$, which is necessary to compute the right hand sides of (5.5). This requires one all-to-all communication step at the beginning of each DD iteration.

### 5.4.2 Matrix Form

With an appropriate finite element basis, equation (5.1) can be written in the matrix form as

$$AU = F$$

(5.6)
where \( A \) is the stiffness matrix, \( U \) is the coefficient vector of the finite element solution and \( F \) is the right hand side, all with respect to the same basis. Usually (5.6) is solved by iterative methods using the following update scheme

\[
R = F - AU \quad (5.7a)
\]
\[
A \delta U = R \quad (5.7b)
\]
\[
U = U + \delta U \quad (5.7c)
\]

In our case, (5.7b) is more complicated since we need to impose the continuity along the boundary.

For the sake of simplicity, we first consider the case of two subregions only. With proper ordering of unknowns, the global system of equations for the update \( \delta U \) has the block \( 5 \times 5 \) form

\[
\begin{pmatrix}
A_{11} & A_{1\gamma} & 0 & 0 & 0 \\
A_{1\gamma} & A_{\gamma\gamma} & 0 & 0 & I \\
0 & 0 & A_{\nu\nu} & A_{\nu2} & -I \\
0 & 0 & A_{2\nu} & A_{22} & 0 \\
0 & I & -I & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\delta U_1 \\
\delta U_\gamma \\
\delta U_\nu \\
\delta U_2 \\
\Lambda
\end{pmatrix}
= \begin{pmatrix}
R_1 \\
R_\gamma \\
R_\nu \\
R_2 \\
U_\nu - U_\gamma
\end{pmatrix} \quad (5.8)
\]

In (5.8), indices 1, 2 are used for quantities associated with fine grid degree of freedom of processor 1 and 2 while indices \( \gamma, \nu \) are used for quantities associated with interface of processor 1 and 2 respectively. The reason there is no block crossed between two processors is that each physical node on the interface is associated with a pair of different degrees of freedom: one for processor 1 and one for processor 2. Eventually, we would want the approximate solution \( U \) to have the same values at interface degrees of freedom coming from a single pair. The fifth block equation guarantees that by imposing the constraint

\[
U_\gamma + \delta U_\gamma = U_\nu + \delta U_\nu.
\]

Since setting up an equation like (5.8) on a single processor would require expensive communication and a lot of memory, we set up a similar but “local” formulation in which fine grid and coarse grid of the same processor are “mortared”
to each other. On processor 1, we have

\[
\begin{pmatrix}
A_{11} & A_{1\gamma} & 0 & 0 & 0 \\
A_{1\gamma} & A_{\gamma\gamma} & 0 & 0 & I \\
0 & 0 & A_{\nu\nu} & A_{\nu2} & -I \\
0 & 0 & A_{2\nu} & A_{22} & 0 \\
0 & I & -I & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\delta U_1 \\
\delta U_\gamma \\
\delta U_\nu \\
\delta U_2 \\
\Lambda
\end{pmatrix}
= 
\begin{pmatrix}
R_1 \\
R_\gamma \\
R_\nu \\
0 \\
U_\nu - U_\gamma
\end{pmatrix}
\]  

(5.9)

where quantities with a bar (e.g. \(\bar{A}_{\nu\nu}\)) refer to the coarse grid. A similar formulation can be set up for processor 2. Here we note that the residual for the coarse grid is set to be zero. This is a very important assumption as it helps avoiding the need to obtain \(R_2\) via communication and to implement a calculation to restrict \(R_2\) to the coarse grid on processor 1 (in general, the coarse grid on processor 1 is much coarser than the fine grid on processor 2). Besides, \(R_1\) and \(R_2\) are anticipated to be close to zero, especially after few steps of the iterative solve.

Since on processor 1 we only need \(\delta U_1\) and \(\delta U_\gamma\) to update the part of global solution belonging to processor 1, we formally reorder (5.9) as

\[
\begin{pmatrix}
0 & -I & 0 & I & 0 \\
-I & A_{\nu\nu} & 0 & 0 & A_{\nu2} \\
0 & 0 & A_{11} & A_{1\gamma} & 0 \\
I & 0 & A_{\gamma1} & A_{\gamma\gamma} & 0 \\
0 & A_{2\nu} & 0 & 0 & A_{22}
\end{pmatrix}
\begin{pmatrix}
\Lambda \\
\delta U_\nu \\
\delta U_1 \\
\delta U_\gamma \\
\delta U_2
\end{pmatrix}
= 
\begin{pmatrix}
U_\nu - U_\gamma \\
R_\nu \\
R_1 \\
R_\gamma \\
0
\end{pmatrix}
\]  

(5.10)

Then we block eliminate the Lagrange multiplier \(\Lambda\) and \(\delta U_\nu\) to have

\[
\begin{pmatrix}
A_{11} & A_{1\gamma} & 0 \\
A_{\gamma1} & A_{\gamma\gamma} + A_{\nu\nu} & A_{\nu2} \\
0 & A_{2\nu} & A_{22}
\end{pmatrix}
\begin{pmatrix}
\delta U_1 \\
\delta U_\gamma \\
\delta U_2
\end{pmatrix}
= 
\begin{pmatrix}
R_1 \\
R_\gamma + R_\nu + A_{\nu\nu}(U_\nu - U_\gamma) \\
A_{2\nu}(U_\nu - U_\gamma)
\end{pmatrix}
\]  

(5.11)

Clearly, the matrix in the left hand side of (5.11) can be locally assembled using regular finite elements discretization on processor 1. On the other hand, in order to compute the right hand side of (5.11) we need data from the interface of processor 2, namely, the residual \(R_\nu\) and the part of the solution on the interface \(U_\nu\). In summary, a single domain decomposition iteration on processor 1 consists of the following steps.
1. locally set up the stiffness matrix on the left hand side of (5.11).

2. locally compute $R_1$ and $R_{\gamma}$.

3. exchange boundary data (send $R_{\gamma}$ and $U_{\gamma}$; receive $R_{\nu}$ and $U_{\nu}$).

4. compute the right hand side of (5.11).

5. locally solve equation (5.11).

6. update $U_1$ and $U_{\gamma}$ using $\delta U_1$ and $\delta U_{\gamma}$.

Here the equation (5.11) can be solved using any sequential solver.

When we have more than two subregions, the fundamental elements of our algorithm remain the same, but description in matrix notation becomes much more complicated.

For an interface degree of freedom $z_i$ with $\text{degree}(z_i) = l \geq 2$, we have $l - 1$ constraints that equate $l$ different solution values associated with the degree of freedom, e.g., $U_{1i} = U_{2i} = \cdots = U_{li}$. As in the variational form, we choose an index $i_m$ of $z_i$ as the master one and making $l - 1$ other indices slaves. Then $U_{im}$ is the master value, and the remaining slave values are given by $U_{is} = U_{im}, 1 \leq s \leq l, s \neq l$.

Now we consider the saddle point formulation for a single processor $k$, $1 \leq k \leq P$.

$$
\begin{pmatrix}
\bar{A}_{ss} & \bar{A}_{sm} & \bar{A}_{si} & I \\
\bar{A}_{ms} & \bar{A}_{mm} & \bar{A}_{mi} & -\bar{Z}^i \\
\bar{A}_{is} & \bar{A}_{im} & \bar{A}_{ii} & 0 \\
I & -\bar{Z} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\delta U_s \\
\delta U_m \\
\delta U_i \\
\Lambda
\end{pmatrix} =
\begin{pmatrix}
\bar{R}_s \\
\bar{R}_m \\
\bar{R}_i \\
\bar{ZU}_m - \bar{U}_s
\end{pmatrix}
$$

To avoid unnecessary complexity in notation, we do not distinguish subregion $k$ and other subregions. Here we use index $i$ for matrix blocks associated with interior degrees of freedom for all subregions, and indices $m$ and $s$ for matrix blocks associated with master interface degrees of freedom and slave interface degrees of freedom, respectively. Since the adaptive refinement on processor $k$ is focused on subregion $k$, the portion of matrix $\bar{A}_{ii}$ arising from subregion $k$ is substantially
larger than from other subregions. In addition, as there might be more than one slave degree of freedom associated with a single master degree of freedom, the matrix $\tilde{Z}$ is generally not an identity matrix; however, each row of $\tilde{Z}$ will be zero except for a single entry associated with the master index.

Similar to the case of two subregions, we block eliminate $\delta \tilde{U}_s$ and the Lagrange multiplier $\Lambda$ to get

$$
\begin{pmatrix}
\bar{A}_{mm} + \bar{A}_{ms} \tilde{Z} + \bar{Z}' \bar{A}_{sm} + \bar{Z}' \bar{A}_{ss} \tilde{Z} + \bar{Z}' \bar{A}_{ss} \tilde{Z} & \bar{A}_{mi} + \bar{Z}' \bar{A}_{si} \\
\bar{A}_{im} + \bar{A}_{is} \tilde{Z} & \bar{A}_{ii}
\end{pmatrix}
\begin{pmatrix}
\delta \tilde{U}_m \\
\delta \tilde{U}_i
\end{pmatrix}
= 
\begin{pmatrix}
\bar{R}_m + \bar{Z}' \bar{R}_s - (\bar{A}_{ms} + \bar{Z}' \bar{A}_{ss})(\bar{Z}\bar{U}_m - \bar{U}_s) \\
\bar{R}_i - \bar{A}_{is}(\bar{Z}\bar{U}_m - \bar{U}_s)
\end{pmatrix}
$$

The matrix on the left hand side of (5.12) can be assembled locally using regular finite element discretization on processor $k$. Actually, it is used in the final adaptive refinement step on processor $k$, with slight modification due to global mesh regularization. To compute the right hand side of (5.12), we need information for parts of $\bar{U}_m$, $\bar{U}_s$, $\bar{R}_m$ and $\bar{R}_s$ which are not associated with subregion $k$. In summary, the following is the algorithm for a single domain decomposition iteration on processor $k$.

1. locally set up the stiffness matrix on the left hand side of (5.12).
2. locally compute $\bar{R}_i$ and part of $\bar{R}_m$ associated with subregion $k$.
3. exchange boundary data (send parts of $\bar{R}_m$ and $\bar{U}_m$ associated with subregion $k$; receive $\bar{R}_s$, $\bar{U}_s$ and parts of $\bar{R}_m$, $\bar{U}_m$).
4. compute right hand side of (5.12).
5. locally solve equation (5.12).
6. update $\bar{U}_i$ and $\bar{U}_m$ using appropriate parts of $\delta \bar{U}_i$ and $\delta \bar{U}_m$. 
Chapter 6

Numerical Experiments

In this chapter, theories studied in the previous chapters are implemented in PLTMG and tested via numerical experiments.

The first three sections of this chapter study the performance of $p$-adaptive and automatic $hp$-adaptive in terms of error. In these sections, model problems can have known solutions. Thus exact errors can be computed as the difference between the finite element solutions and the exact solutions. On the other hand, computed errors are predicted (without using the exact solutions) by our error estimators. The reliability of the error estimators are verified by studying the ratio between the two kinds of errors. In addition, the errors are tested against the exponential model discussed in Chapter 4:

$$\|e\|_{H^1(\Omega)} \leq C \exp(-bN^{1/k}),$$  

Here $e$ is the finite element error; $N$ is the number of degree of freedom (DOF); $C$ and $b$ are independent of $N$, but dependent on the mesh and the solution; and $k = 3$ for solutions with singularities, $k = 2$ for smooth solutions.

The last section is devoted to solving a problem using the combination of $hp$-adaptive and domain decomposition. Since the explicit formula for the solution does not exist, we will study only the local and global behaviors of the $hp$-adaptive meshing and the convergence of the domain decomposition method.
6.1 Problem UCSD Logo

We consider the following problem

$$-\Delta u = f \quad \text{in } \Omega \quad (6.2a)$$
$$u = g \quad \text{on } \partial D \Omega \quad (6.2b)$$

where \( \Omega \) is the UCSD logo domains shown in Figure 6.1 (left). In addition, \( f \) and \( g \) are chosen such that

$$u(x, y) = e^{x^2+y^2}$$

is the solution of 6.2. The approximate shape of \( u \) is illustrated in Figure 6.1 (right).

Figure 6.1: The domain (left) and the solution (right) - UCSD logo.

The problem is solved using different adaptive strategies, namely, \( h \)-adaptive, alternating \( h \)-adaptive and \( p \)-adaptive, and automatic \( hp \)-adaptive. When the two versions are used alternately, PLTMG is manually instructed which version to use.

As shown in Table 6.1, Table 6.2 and Table 6.3, both ways of combining the two versions of adaptive FEMs produce much better accuracy than the traditional \( h \)-version. In this particular problem, manually alternating the two versions of adaptive meshing is even better than automatic \( hp \)-adaptive. The reason is that the solution is very smooth and elements of high degree have advantage of capturing more terms in its Taylor expansion. And in the solve which alternates the two versions, we actually use more elements of high degree and fewer elements of small size.
Table 6.1: $H^1$ seminorm of errors in $h$-adaptive refinements - UCSD logo.

| N     | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-------|-----|----------------------|---------------------------|-------|
| 1381  | 2174| 0.1075307E+01        | 0.1525668E+01            | 1.42  |
| 5524  | 10260| 0.1030214E+00        | 0.1247256E+00            | 1.21  |
| 22096 | 42931| 0.4283438E-01        | 0.4363938E-01            | 1.02  |
| 88385 | 174601| 0.2145246E-01       | 0.2156134E-01            | 1.01  |
| 353540| 702887| 0.1085278E-01       | 0.1086548E-01            | 1.00  |
| 500000| 994909| 0.8532813E-02       | 0.8546480E-02            | 1.00  |

Table 6.2: $H^1$ seminorm of errors in alternating $hp$-adaptive refinement - UCSD logo.

| N     | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-------|-----|----------------------|---------------------------|-------|
| 1381  | 2174| 0.1075307E+01        | 0.1525668E+01            | 1.42  |
| 5531  | 7122| 0.7673431E-01        | 0.9806008E-01            | 1.28  |
| 17483 | 7122| 0.4766941E-02        | 0.4327741E-02            | 0.91  |
| 34481 | 7122| 0.4186920E-03        | 0.3479004E-03            | 0.83  |
| 57743 | 11853| 0.3204877E-05       | 0.4405957E-05            | 1.37  |
| 96180 | 20914| 0.1448857E-05       | 0.1790322E-05            | 1.24  |
| 162266| 20914| 0.1036328E-07       | 0.1702824E-07            | 1.64  |

Table 6.3: $H^1$ seminorm of errors in automatic $hp$-adaptive refinements - UCSD logo.

| N     | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-------|-----|----------------------|---------------------------|-------|
| 1381  | 2174| 0.1075307E+01        | 0.1525668E+01            | 1.42  |
| 5531  | 7122| 0.7673431E-01        | 0.9806008E-01            | 1.28  |
| 18782 | 12401| 0.5667967E-02       | 0.9061338E-02            | 1.60  |
| 44819 | 29822| 0.6554077E-03       | 0.1032255E-02            | 1.57  |
| 107736| 60869| 0.8044036E-04       | 0.1486564E-03            | 1.85  |
| 239806| 136981| 0.8442172E-05      | 0.1463038E-04            | 1.73  |
| 497232| 286457| 0.1129567E-05      | 0.2118481E-05            | 1.88  |
Figure 6.2 shows the fitting curves of the $H^1$ seminorm of errors in alternating $hp$-adaptive and automatic $hp$-adaptive. The errors in these two cases does not fit the model (6.1) with $k = 2$ perfectly; and there are small oscillations in both cases. However, they clearly demonstrate exponential rate of convergence and are much smaller than the errors in the traditional $h$-adaptive. Moreover, in alternating $hp$-adaptive, errors seems to decrease a bit faster with $p$-refinement and slower with $h$-refinement ($p$-refinement can be recognized from the table when the number of element, NTF, is unchanged).

We note that the cases in which manually alternating $hp$-adaptive is better than automatic $hp$-adaptive are not popular in practice and that the performance of this approach highly depend on the decision of the users on when to use which version. On the other hand, in automatic $hp$-adaptive the decision whether to refine an element in $h$ or in $p$ is made heuristically. The automatic $hp$-adaptive is even more attractive in the next three experiments where the exact solutions have singularities.
6.2 Problem with Singularities

Consider the following problem

\[-\Delta u + u = f \quad \text{in } \Omega \quad (6.3a)\]

\[u = g \quad \text{on } \partial D\Omega \quad (6.3b)\]

\[\frac{\partial u}{\partial n} = h \quad \text{on } \partial N\Omega \quad (6.3c)\]

where \(\Omega\) is the unit square in the first quadrant of the plane; \(\partial D\Omega\) and \(\partial N\Omega\) can be chosen as any combination of edges of the square as long as \(\partial D\Omega \cap \partial N\Omega = \emptyset\) and \(\partial D\Omega \cup \partial N\Omega = \partial \Omega\).

6.2.1 Problem with One Singularity

In this subsection, \(f\) and \(g\) are chosen so that the exact solution of (6.3) is given by

\[u(x, y) = \left((x - \frac{1}{3})^2 + (y - \frac{2}{3})^2\right)^{\frac{1}{2}} \quad (6.4)\]

We note that \(u(x, y)\) has a singularity at \((1/3, 2/3)\) as its derivatives are unbounded there. The shapes of \(u(x, y)\) viewed from different angles are illustrated in Figure 6.3.

Figure 6.3: The solution viewed from different angles - One singularity.

As shown in Figure 6.4, automatic \(hp\)-adaptive is able to recognize the region of the singularity and automatically uses small elements of low degrees in that region while uses bigger elements of higher degree elsewhere.
Figure 6.4: Meshes at different states in automatic \( hp \)-refinements (The last three subfigures on the right are closeups near the singularity of the ones on the right) - One singularity.
Table 6.4: $H^1$ seminorm of errors in automatic $hp$-adaptive refinements - One singularity case.

| $N$ | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-----|-----|------------------------|------------------------|-------|
| 9   | 8   | 0.4881191E+00          | 0.8271845E+00          | 1.69  |
| 25  | 32  | 0.2918504E+00          | 0.4352211E+00          | 1.49  |
| 103 | 64  | 0.1505220E+00          | 0.3577442E+00          | 2.38  |
| 250 | 192 | 0.6215575E−01          | 0.1265815E+00          | 2.04  |
| 666 | 488 | 0.1986211E−01          | 0.3544746E−01          | 1.78  |
| 1661| 856 | 0.3904102E−02          | 0.6816039E−02          | 1.75  |
| 3424| 1374| 0.8140260E−03          | 0.1437018E−02          | 1.77  |
| 6626| 1926| 0.1384592E−03          | 0.2819653E−03          | 2.04  |
| 10097| 2378| 0.2393775E−04          | 0.4399026E−04          | 1.84  |

Table 6.5: $H^1$ seminorm of errors in $h$-adaptive refinements - One singularity case.

| $N$ | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-----|-----|------------------------|------------------------|-------|
| 9   | 8   | 0.4881191E+00          | 0.8271845E+00          | 1.69  |
| 25  | 32  | 0.2918504E+00          | 0.4352211E+00          | 1.49  |
| 100 | 172 | 0.1481403E+00          | 0.2065763E+00          | 1.39  |
| 400 | 750 | 0.6383758E−01          | 0.9344887E−01          | 1.46  |
| 1600| 3093| 0.2756831E−01          | 0.3285567E−01          | 1.19  |
| 6401| 12565| 0.1342222E−01        | 0.1405042E−01          | 1.05  |
| 25604| 50734| 0.6693362E−02        | 0.6860291E−02          | 1.02  |
| 40000| 79400| 0.5020024E−02        | 0.5126507E−02          | 1.02  |
Not only can automatic \(hp\)-adaptive detect the singularity, but it also gives much better performance in terms of accuracy. Automatic \(hp\)-adaptive achieves the exact error of 0.2393775E-04 with a mesh of just 10097 degrees of freedom whereas \(h\)-adaptive can only achieve the exact error of 0.5020024E-02 with a mesh of 40000 degrees of freedom. Details can be found in Table 6.4 and Table 6.5.

![Loglog plot of errors with fitting curves - One singularity.](image)

Figure 6.5: Loglog plot of errors with fitting curves - One singularity.

More importantly, Figure 6.5 shows that the rates of convergence of exact and computed errors of automatic \(hp\)-adaptive are exponential and optimal. They fit the exponential model (6.1) perfectly.
6.2.2 Problem with Two Singularities

In this subsection, $f$ and $g$ are chosen so that the exact solution of (6.3) is given by

$$u(x,y) = \left( ((x-a)^2 + (y-b)^2)((x-c)^2 + (y-d)^2) \right)^{\frac{1}{2}}$$

(6.5)

Clearly, $u(x,y)$ have two singularities at $(a,b)$ and $(c,d)$ as its derivatives are unbounded at these two points. In our experiments, we choose $(a,b) = (1/3, 2/3)$ and $(c,d) = (2/3, 1/3)$. For these values of $a$, $b$, $c$, $d$, the shapes of $u(x,y)$ viewed from different angles are illustrated in Figure 6.6

![Figure 6.6](image1)

Figure 6.6: The solution viewed from different angles - Two singularities.

![Figure 6.7](image2)

Figure 6.7: An adaptive mesh in $h$-refinements - Two singularities.
Figure 6.8: Meshes at different states in automatic hp-refinements (The subfigures on the right are closeups near the singularity of the ones on the right)—Two singularities.
Table 6.6: $H^1$ seminorm of errors in automatic $hp$-adaptive refinements - Two singularities.

| N  | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|----|-----|-------------------------|---------------------------|-------|
| 9  | 8   | 0.4716675E+00           | 0.7402666E+00             | 1.57  |
| 25 | 32  | 0.2469270E+00           | 0.4012926E+00             | 1.63  |
| 106| 62  | 0.1219589E+00           | 0.2320611E+00             | 1.90  |
| 252| 184 | 0.6411837E−01           | 0.1238655E+00             | 1.93  |
| 657| 367 | 0.2462741E−01           | 0.4045914E−01             | 1.64  |
| 1468| 901| 0.9661101E−02           | 0.1454012E−01             | 1.51  |
| 3314| 1842| 0.2417861E−02          | 0.3944454E−02             | 1.63  |
| 7246| 3031| 0.4405109E−03           | 0.5927462E−03             | 1.35  |
| 14308| 4175| 0.5967078E−04          | 0.8137111E−04             | 1.36  |

Table 6.7: $H^1$ seminorm of errors in $h$-adaptive refinements - Two singularities.

| N  | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|----|-----|-------------------------|---------------------------|-------|
| 9  | 8   | 0.4716675E+00           | 0.7402666E+00             | 1.57  |
| 25 | 32  | 0.2469270E+00           | 0.4012926E+00             | 1.63  |
| 100| 166 | 0.1274365E+00           | 0.1931106E+00             | 1.52  |
| 400| 730 | 0.6126349E−01           | 0.9018663E−01             | 1.47  |
| 1600| 3055| 0.2764871E−01           | 0.3569039E−01             | 1.29  |
| 6400| 12496| 0.1276869E−01          | 0.1395538E−01             | 1.09  |
| 25600| 50528| 0.6164818E−02          | 0.6408720E−02             | 1.04  |
| 40000| 79120| 0.4694955E−02          | 0.4836192E−02             | 1.03  |
As shown in Figure 6.7 and Figure 6.8, both $h$-adaptive and automatic $hp$-adaptive are able to recognize the regions of the singularities. However, while $h$-adaptive can only use small elements in those regions, automatic $hp$-adaptive can use small elements of low degrees in those regions and bigger elements of higher degree elsewhere. In terms of accuracy, automatic $hp$-adaptive has dominant performance. Automatic $hp$-adaptive achieves the exact error of $0.5967078E-04$ with a mesh of just 14308 degrees of freedom whereas $h$-adaptive can only achieve the exact error of $0.4694955E-02$ with a mesh of 40000 degrees of freedom. More details can be found in Table 6.6 and Table 6.7

Similar to the case of One singularity, automatic $hp$-adaptive is optimal. Figure 6.9 shows that the rates of convergence of exact errors and computed errors of automatic $hp$-adaptive fit the exponential model (6.1) perfectly.

Figure 6.9: Loglog plot of errors with fitting curves - Two singularities.
6.3 Problem Circle

In this experiment, we consider the problem

\[-\nabla \cdot (a \nabla u) = 0 \quad \text{in } \Omega \tag{6.6a}\]
\[u = f \quad \text{on } \partial_D \Omega \tag{6.6b}\]
\[\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial_N \Omega \tag{6.6c}\]

Here \( \Omega \) is the unit circle with a crack along the positive \( x \) axis. \( \partial_D \Omega \) is the union of the boundary of the circle and the top of the crack and \( \partial_N \Omega \) is the bottom of the crack. The coefficient \( a \) is piecewise constant in the eighth sectors

\[\Omega_k = ((r, \theta)|0 \leq r \leq 1, (k - 1)\pi/4 \leq \theta \leq k\pi/4)\]

For simplicity, we use \( a_k = 1 \) for all \( k \) for computation in this section.

On the top of the crack, we impose homogeneous Dirichlet boundary condition while nonhomogeneous Dirichlet boundary condition is imposed on the boundary of the circle so that the solution is given by

\[u = r^\alpha (\sin \alpha \theta),\]

Here \( \alpha \) is chosen to be \( 1/4 \) to correspond to the leading singularity arising from the geometry and the change of boundary condition at the origin. We note that \( u \) is not smooth \((u \in H^{5/4-\epsilon}(\Omega))\).

![Figure 6.10: The solution viewed from different angles - Problem Circle.](image)

As shown in Figure 6.11 and Figure 6.12, both \( h \)-adaptive and automatic \( hp \)-adaptive are able to recognize the region of singularity. However, the distribution
of element degree is not as good as in the problem with singularity in section 6.2. Automatic \(hp\)-adaptive still achieves better exact error of 0.3578414E-02 with a mesh of 184251 degrees of freedom whereas \(h\)-adaptive can only achieve the exact error of 0.8408233E-02 with a mesh of 348160 degrees of freedom. More details are shown in Table 6.8 and Table 6.9.

![Figure 6.11: An adaptive mesh in automatic \(hp\)-adaptive (\(N = 452220\)) - Problem Circle](image)

Even though the final error is still big, all of the exact element errors are very small (around 1e-5) except for few elements near the singularity. This can be verified by Figure 6.13.

As shown in Figure 6.14, the errors of automatic \(hp\)-adaptive and \(h\)-adaptive still demonstrate exponential rate of convergence and fit the model (6.1) even though not as well as in the case of the problems with singularity in previous section. In addition, the performance gap between \(h\)-adaptive and automatic \(hp\)-adaptive is narrowed in this problem. Probably this is due to the fact that the
Table 6.8: $H^1$ seminorm of errors in automatic $hp$-adaptive refinements - Circle problem.

| $N$ | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-----|-----|-------------------------|--------------------------|-------|
| 10  | 8   | 0.9366196E+00           | 0.1194892E+01           | 1.28  |
| 27  | 32  | 0.7269343E+00           | 0.8216088E+00           | 1.13  |
| 85  | 128 | 0.5788278E+00           | 0.6378252E+00           | 1.10  |
| 297 | 512 | 0.4690523E+00           | 0.5058047E+00           | 1.08  |
| 1197| 1462| 0.2671881E+00           | 0.2504655E+00           | 0.94  |
| 3902| 3700| 0.1331213E+00           | 0.1232696E+00           | 0.93  |
| 10980| 9566| 0.5765182E−01           | 0.5695069E−01           | 0.99  |
| 29429|22064| 0.2210382E−01           | 0.2396920E−01           | 1.08  |
| 73383|54562| 0.8385920E−02           | 0.8379619E−02           | 1.00  |
| 184251|132873|0.3578414E−02           | 0.2799377E−02           | 0.78  |

Table 6.9: $H^1$ seminorm of errors in $h$-adaptive refinements - Problem Circle.

| $N$ | NTF | Exact $|e|_{1,\Omega}$ | Computed $|e|_{1,\Omega}$ | Ratio |
|-----|-----|-------------------------|--------------------------|-------|
| 10  | 8   | 0.9366196E+00           | 0.1194892E+01           | 1.28  |
| 27  | 32  | 0.7269343E+00           | 0.8216088E+00           | 1.13  |
| 85  | 128 | 0.5788278E+00           | 0.6378252E+00           | 1.10  |
| 340 | 627 | 0.3301023E+00           | 0.3456646E+00           | 1.05  |
| 1360| 2621| 0.1845436E+00           | 0.1828977E+00           | 0.99  |
| 5440| 10646|0.9428551E−01           | 0.9231464E−01           | 0.98  |
| 21760|43001|0.4363149E−01           | 0.4468371E−01           | 1.02  |
| 87040|172975|0.1912079E−01           | 0.1949437E−01           | 1.02  |
| 348160|694036|0.8408233E−02           | 0.8459008E−02           | 1.01  |
Figure 6.12: An adaptive mesh in $h$-adaptive ($N = 4753$) - Problem Circle

singular behavior of the problem at the origin is more severe and thus is difficult to capture.
Figure 6.13: Exact element errors in automatic $hp$-adaptive - Problem Circle.
Figure 6.14: Loglog plot of errors with fitting curves - Problem Circle.
6.4 Problem Lake Superior - Domain Decomposition

In this section, we present some numerical results of using \( hp \)-adaptive meshing in conjunction with domain decomposition. Our examples were run on a \textsc{linux}-based Beowulf cluster, consisting of 38 nodes, each with two quad core Xeon processors (2.33GHz) and 16GB of memory. The communication network is a gigabit Ethernet switch. This cluster runs the \textsc{npaci rocks} version of \textsc{linux} and employs \textsc{mpich2} as its \textsc{mpi} implementation. The computational kernels of \textsc{pltmg} [17] are written in \textsc{fortran}; the \textsc{gfortran} compiler was used in these experiments, invoked using the wrapper \textsc{mpif90} and optimization flag -O.

In these experiments, we used \textsc{pltmg} to solve the boundary value problem

\[-\Delta u = 1 \quad \text{in } \Omega,\]

\[u = 0 \quad \text{on } \partial \Omega,\]

where \( \Omega \) is a domain shaped like Lake Superior.

In our first experiment, the variant strategy was employed. A mesh of \( N_P \) degrees of freedom was created on a single processor using \( h \)-adaptive and \( p \)-adaptive refinement. Elements on this mesh had different sizes and degrees. This mesh was then broadcast to \( P \) processors, where a strategy of combined coarsening and refinement in both \( h \) and \( p \) was used to transfer approximately \( N_P/2 \) degrees of freedom from outside \( \Omega_i \) to inside \( \Omega_i \). The global fine mesh was then made \( h \)-conforming (geometrically conforming) as described in [18, 19] and \( p \)-conforming (degrees agree on shared edges along the interface \( \Gamma \)). Note that the adaptive strategies implemented in \textsc{pltmg} allow mesh moving and other modifications that yield meshes \( \mathcal{T}_i \) that generally are \textit{not} submeshes of the global conforming mesh \( \mathcal{T} \) (by definition they are identical on \( \Omega_i \) and \( \partial \Omega_i \)). However, \textsc{pltmg} does insure that the partitions remain geometrically conforming, even in the coarse parts of the domain, and in particular, that the vertices on the interface system in each \( \mathcal{T}_i \) are a subset of the vertices of interface system of the global mesh \( \mathcal{T} \).

In this experiment, three values of \( N_P \) (400\( K \), 600\( K \), and 800\( K \)), and eight values of \( P \) (\( 2^k \), \( 1 \leq k \leq 8 \)) were used, yielding global fine meshes ranging in size
from about 626K to 96.5M unknowns. Because our cluster had only 38 nodes, for larger values of $P$, we simulated the behavior of a larger cluster in the usual way, by allowing nodes to have multiple processes.

In these experiments, the convergence criterion was

$$\frac{\|\delta U^k\|_G}{\|U^k\|_G} \leq \frac{\|\delta U^0\|_G}{\|U^0\|_G} \times 10^{-3}. \quad (6.7)$$

This is more stringent than necessary for purposes of computing an approximation to the solution of the partial differential equation, but it allows us to illustrate the behavior of the solver as an iterative method for solving linear systems of equations.

Table 6.10 summarizes this computation. The columns labeled $DD$ indicate the number of domain decomposition iterations required to satisfy the convergence criteria (6.7). For comparison, the number of iterations needed to satisfy the actual convergence criterion used in PLTMG, based on reducing the error in the solution of the linear system to the level of the underlying approximation error, is given in parentheses. From these results it is clear that the number of iterations is stable and largely independent of $N$ and $P$ over this range of values. The size of the global mesh for the variant strategy can be estimated from the formula

$$N \approx \theta PN_P + N_P \quad (6.8)$$

where $\theta = 1/2$. Equation (6.8) predicts an upper bound, as it does not account for refinement outside of $\Omega_i$ and coarsening inside $\Omega_i$, needed to keep the mesh conforming and for other reasons. For $N_P = 800K$, $P = 256$, (6.8) predicts $N \approx 103200000$, where the observed $N = 96490683$.

In our second experiment we solved the same problem using the original paradigm. On one processor, an adaptive mesh of size $N_c = 50K$ was created. All elements on this mesh were linear elements. This mesh was then partitioned into $P$ subregions, $P = 2^k$, $1 \leq k \leq 8$. This coarse mesh was broadcast to $P$ processors (simulated as needed) and each processor continued the adaptive process in both $h$ and $p$, creating a mesh of size $N_P$. In this experiment, $N_P$ was chosen to be $400K$, $600K$, and $800K$. This resulted in global meshes varying in
Table 6.10: Convergence Results for Variant Algorithm. Numbers of iterations needed to satisfy (6.7) are given in the column labeled DD. The numbers in parentheses are the number of iterations required to satisfy the actual convergence criterion used by PLTMG.

<table>
<thead>
<tr>
<th></th>
<th>$N_P = 400K$</th>
<th>$N_P = 600K$</th>
<th>$N_P = 800K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>$N$</td>
<td>$DD$</td>
<td>$N$</td>
</tr>
<tr>
<td>2</td>
<td>625949</td>
<td>10 (3)</td>
<td>776381</td>
</tr>
<tr>
<td>4</td>
<td>1189527</td>
<td>13 (4)</td>
<td>1790918</td>
</tr>
<tr>
<td>8</td>
<td>1996139</td>
<td>10 (4)</td>
<td>2990807</td>
</tr>
<tr>
<td>16</td>
<td>3569375</td>
<td>14 (4)</td>
<td>5220706</td>
</tr>
<tr>
<td>32</td>
<td>6723697</td>
<td>13 (3)</td>
<td>9736798</td>
</tr>
<tr>
<td>64</td>
<td>12978568</td>
<td>11 (4)</td>
<td>18905909</td>
</tr>
<tr>
<td>128</td>
<td>25155124</td>
<td>12 (3)</td>
<td>37148571</td>
</tr>
<tr>
<td>256</td>
<td>48874991</td>
<td>11 (3)</td>
<td>72902698</td>
</tr>
</tbody>
</table>

Table 6.11: Convergence Results for Original Algorithm. Numbers of iterations needed to satisfy (6.7) are given in the column labeled DD. The numbers in parentheses are the number of iterations required to satisfy the actual convergence criterion used by PLTMG.

<table>
<thead>
<tr>
<th></th>
<th>$N_P = 400K$</th>
<th>$N_P = 600K$</th>
<th>$N_P = 800K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>$N$</td>
<td>$DD$</td>
<td>$N$</td>
</tr>
<tr>
<td>2</td>
<td>750225</td>
<td>13 (4)</td>
<td>1150106</td>
</tr>
<tr>
<td>4</td>
<td>1450054</td>
<td>13 (4)</td>
<td>2248841</td>
</tr>
<tr>
<td>8</td>
<td>2846963</td>
<td>9 (3)</td>
<td>4442665</td>
</tr>
<tr>
<td>16</td>
<td>5635327</td>
<td>11 (4)</td>
<td>8821463</td>
</tr>
<tr>
<td>32</td>
<td>11204214</td>
<td>12 (4)</td>
<td>17564640</td>
</tr>
<tr>
<td>64</td>
<td>22301910</td>
<td>14 (4)</td>
<td>34983543</td>
</tr>
<tr>
<td>128</td>
<td>44408605</td>
<td>11 (4)</td>
<td>69696605</td>
</tr>
<tr>
<td>256</td>
<td>88369503</td>
<td>11 (3)</td>
<td>138790801</td>
</tr>
</tbody>
</table>
Figure 6.15: The load balance (left) and solution (right) in the case $N_P = 800K$, $P = 32$.

Figure 6.16: The mesh density for the global mesh (left) and for one of the local meshes (right) in the case $N_P = 800K$, $P = 32$.

Figure 6.17: The degree density for the global mesh (left) and for one of the local meshes (right) in the case $N_P = 800K$, $P = 32$. 
size from approximately 750K to 189M. These global meshes were regularized to be \( h\)-conforming and \( p\)-conforming, and a global DD solve was made as in the first experiment. As in the first experiment, the usual convergence criteria was replaced by (6.7) in order to illustrate the dependence of the convergence rate on \( N \) and \( P \). The results are summarized in Table 6.11.

For the original paradigm the size of the global mesh is predicted by

\[
N \approx PN_P - (P - 1)N_c. \tag{6.9}
\]

Similar to equation (6.8), equation (6.9) only predicts an upper bound, as it does not account for refinement outside of \( \Omega_i \), needed to keep the mesh conforming and for other reasons. For example, for \( N_c=50K, N_P=800K, P = 256 \), (6.9) predicts \( N \approx 192050000 \) when actually \( N = 189363322 \). For the case \( N_P = 800K, P = 32 \), the solution and the load balance is shown in Figure 6.15. The mesh density and degree density of the global mesh and one local mesh are shown in Figure 6.16 and Figure 6.17. As expected, both the mesh density and the degree density are high in the local region and much lower elsewhere in the local mesh.
Appendix A

Barycentric Coordinates

Barycentric coordinates are coordinates defined by the vertices of a simplex (a triangle, tetrahedron, etc).

Definition A.1. Let $P \in \mathbb{R}^2$ be a point with Cartesian coordinates $(x, y)$ and $\triangle ABC \in \mathbb{R}^2$ be a triangle with vertices $v_k = (x_k, y_k), k = 1, 3$. Then $(c_1, c_2, c_3)$ is said to be the barycentric coordinates of $P$ with respect to $\triangle ABC$ if and only if

\[
\begin{align*}
    c_1 + c_2 + c_3 &= 1 \\
    c_1x_1 + c_2x_2 + c_3x_3 &= x \\
    c_1y_1 + c_2y_2 + c_3y_3 &= y
\end{align*}
\]  

(A.1)

Sometimes equation (A.1) is also written in the form of

\[
\begin{pmatrix}
    1 & 1 & 1 \\
    x_1 & x_2 & x_3 \\
    y_1 & y_2 & y_3
\end{pmatrix}
\begin{pmatrix}
    c_1 \\ c_2 \\ c_3
\end{pmatrix}
= \begin{pmatrix}
    1 \\ x \\ y
\end{pmatrix}
\]  

(A.2)

Figure A.1 shows some special barycentric coordinates on a triangle. Barycentric coordinates with respect to a triangle are also known as area coordinates, because the barycentric coordinates of $P$ with respect to $\triangle ABC$ are proportional to the signed areas of $\triangle PBC$, $\triangle PCA$, and $\triangle PAB$. Here the signed area of a triangle is defined as in equation (3.2). With this property, one could use barycentric coordinates to determine if a point belongs to the interior of a triangle. Figure A.2 shows different portions of the plane with signs of associated barycentric coordinates.
In addition, a point with barycentric coordinates \((c_1, c_2, c_3)\) with respect to \(\triangle ABC\) can also be thought of as the barycenter or the center of mass of masses equal to \(c_1, c_2, c_3\) attached at vertices \(A, B, C\) respectively. This is actually the origin of the term “barycentric” introduced by August Ferdinand Mobius in 1827.

Obviously, with the last two equations of (A.1), we could easily convert barycentric coordinates of a point to its Cartesian coordinates. In order to do the reverse, we substitute the first equation of (A.1) into the last two. After some algebra, we get

\[
\begin{align*}
\begin{cases}
  c_1 &= \frac{(y_2-y_1)(x-x_3)+(x_3-x_2)(y-y_3)}{(x_1-x_3)(y_2-y_3)-(x_2-x_3)(y_1-y_3)}, \\
  c_2 &= \frac{(y_3-y_1)(x-x_2)+(x_1-x_3)(y-y_3)}{(x_1-x_3)(y_2-y_3)-(x_2-x_3)(y_1-y_3)}, \\
  c_3 &= 1 - c_1 - c_2
\end{cases} \quad (A.3)
\end{align*}
\]
Fortunately, we rarely need to use this equation.

Now we prove some results related to barycentric coordinates.

**Proposition A.2.** Let \((c_1, c_2, c_3)\) be the barycentric coordinates of a point \(P\) with respect to \(\triangle ABC\). Then, \(c_i, i = 1, \ldots, 3\) is the ratio between the distance of \(P\) to the \(i\)th edge and the length of the \(i\)th altitude.

**Proof.** It is sufficient to show the result for \(i = 1\).

Assume that vertices of \(\triangle ABC\) have Cartesian coordinates as in Definition A.1. Then the equation for edge \(BC\) is

\[
\frac{x - x_2}{x_3 - x_2} - \frac{y - y_2}{y_3 - y_2} = 0
\]

This implies that the distance from \(A = (x_1, y_2)\) to \(BC\) is

\[
k \left| \frac{x_1 - x_2}{x_3 - x_2} - \frac{y_1 - y_2}{y_3 - y_2} \right|,
\]

where

\[
k = \left( \frac{1}{(x_3 - x_2)^2} + \frac{1}{(y_3 - y_2)^2} \right)^{\frac{1}{2}}.
\]

Let \((x_P, y_P)\) be the Cartesian coordinates of \(P\). According to equation (A.1)

\[
\begin{cases}
x_P = c_1 x_1 + c_2 x_2 + c_3 x_3 \\
y_P = c_1 y_1 + c_2 y_2 + c_3 y_3
\end{cases}
\]

Then, the distance from \(P\) to \(BC\) is

\[
k \left| \frac{c_1 x_1 + c_2 x_2 + c_3 x_3 - x_2}{x_3 - x_2} - \frac{c_1 y_1 + c_2 y_2 + c_3 y_3 - y_2}{y_3 - y_2} \right|
\]

\[
= k \left| \frac{c_1 x_1 + (1 - c_2) x_2 + c_3 x_3}{x_3 - x_2} - \frac{c_1 y_1 + (1 - c_2) y_2 + c_3 y_3}{y_3 - y_2} \right|
\]

\[
= k \left| \frac{c_1 x_1 - (c_1 + c_3) x_2 + c_3 x_3}{x_3 - x_2} - \frac{c_1 y_1 - (c_1 + c_3) y_2 + c_3 y_3}{y_3 - y_2} \right|
\]

\[
= k \left| \frac{c_1 (x_1 - x_2)}{x_3 - x_2} + c_3 - \left( \frac{c_1 (y_1 - y_2)}{y_3 - y_2} + c_3 \right) \right|
\]

\[
= k \left| \frac{x_1 - x_2}{x_3 - x_2} - \frac{y_1 - y_2}{y_3 - y_2} \right|
\]

From equation (A.4) and equation (A.5), we have \(c_1\) as the ratio between the distance from \(P\) to \(BC\) and the first altitude. \qed
The following results follow immediately after Proposition A.2.

**Corollary A.3.** With respect to $\triangle ABC$

(i) If the $i$th barycentric coordinates of $P$ and $P'$ are the same, then $PP'$ is parallel to the $i$th edge.

(ii) The set of points with the $i$th barycentric coordinate equal $c_i$ is the line that is parallel to the $i$th edge and has distance to that edge equalling $c_i h_i$. Here $h_i$ is the length of the $i$th altitude and we assume that the distances are negative for lines in the half plane (defined by the $i$th edge) not containing the $i$th vertex.

(iii) $i$th edge is the set of points with $i$th barycentric coordinate $c_i = 0$.

**Remark A.4.** With respect to $\triangle ABC$, if we consider the $i$th barycentric coordinate $c_i$ as a function of $x$ and $y$, then $c_i$ has the same formula with the $i$th linear nodal basis function associated with $\triangle ABC$. Therefore, barycentric coordinates are sometimes used to refer to linear nodal basis functions and vice versa. In this dissertation, we use these two terms interchangeably.
Appendix B

Numerical Quadrature

Numerical quadrature is used in many (if not almost every) scientific program, especially the ones related to finite element methods. There are several reasons for its popularity. Firstly, the integrand may be known only at certain points, such as those obtained by sampling. Secondly, a formula for the integrand may be known, but its integral can not be written as an explicit formula. An example of such integrand is $f(x) = e^{x^2}$. Lastly and most importantly, numerical quadrature provides programs with more flexibility, and easy implementation. With numerical quadrature, even if the problem is changed completely, we only need to redefine the way we calculate the integrand and the part of code using numerical quadrature itself remains unchanged.

For finite element methods with quadrilateral or hexahedral elements, one could use quadrature formulas derived from tensor products of one dimensional Gaussian quadrature rules. In our case, however, we use elements of triangular shape. Therefore we need special quadrature rules designed for triangular integral domains.

Let $t$ be a domain of triangular shape. A quadrature rule $\mathcal{R}$ on $t$ is defined as a set of point and weight pairs:

$$\mathcal{R} = \{(p_i, w_i), i = 1, \ldots, n\}$$

such that for any function $f(x)$ defined on $t$, its integral on $t$ can be approximated
by
\[ \int_t f(x)dx \approx |t| \sum_{i=1}^n w_i f(p_i). \]

Here \(|t|\) is the area of \(t\), \(n\) the number of points, \(p_i\) the quadrature points, and \(w_i\) the associated weights.

In finite element methods, functions are integrated on each element. Those functions sometimes are defined element by element. They might have jumps or might not even be defined on part of element boundary. Therefore we only use quadrature rules with quadrature points that are inside the integral domain. In addition, it is also common to use rules with positive weight only.

In dealing with triangular domains, it is more convenient to use barycentric coordinates (see A). In order for a quadrature point to be inside the integral domain, its barycentric coordinates need to be in the interval \((0, 1)\).

A quadrature rule \(R\) is said to be symmetric if it is invariant under permutations of the barycentric coordinates. That is, if \((c_1, c_2, c_3)\) is a quadrature point of \(R\) associated with weight \(w\), then for any permutation \((i_1, i_2, i_3)\) of \((1, 2, 3)\), the point \((c_{i_1}, c_{i_2}, c_{i_3})\) is also a quadrature point of \(R\) with the same weight \(w\). For symmetric quadrature rules of triangular domains, quadrature points can be divided into separated symmetry orbits, each of which contains all the points generated by permuting the barycentric coordinates of a single point. These symmetry orbits can be classified into three different permutation stars described in detail in Table B.1.

<table>
<thead>
<tr>
<th>permutation star</th>
<th>barycentric coordinates</th>
<th>number of points</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_3(\frac{1}{3}))</td>
<td>((\frac{1}{3}, \frac{1}{3}, \frac{1}{3}))</td>
<td>1</td>
</tr>
<tr>
<td>(S_{21}(a))</td>
<td>((a, a, 1 - 2a))</td>
<td>3</td>
</tr>
<tr>
<td>(S_{111}(a, b))</td>
<td>((a, b, 1 - a - b))</td>
<td>6</td>
</tr>
</tbody>
</table>

Table B.1: Permutation stars on a triangle.

A quadrature rule is said to be of (accuracy) order \(p\) if it is exact for all polynomials of degree equal or less than \(p\). In PLTMG, when we use elements of high degree, it is critical that we have quadrature rules with high accuracy order. For an element of degree \(p\), the associated error functions are polynomials of degree \(p + 1\).
Therefore, in order to guarantee sufficient accuracy we need to use quadrature rules of order at least $2(p + 1)$ (in computing norm of errors, the integrands are polynomials of degree $2(p + 1)$ since they are square of error functions).

Currently, PLTMG incorporates quadrature rules of order 2, \ldots, 22. This allows elements in PLTMG to have degrees up to 10. The quadrature rules used in PLTMG come from the paper [59] of Lin-bo Zhang, Tao Cui and Hui Liu.
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